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Preface

The purpose of the MIPAV software program is to allow medical researchers
to extract quantitative information from image datasets of various medical
image modalities.

Scope of this guide

The primary purpose of the MIPAV User's Guide is to provide medical
researchers the information they need to use the MIPAV software program.

A secondary goal is to give researchers the information needed to extend, if
desired, the software’s capabilities through the development of new
functions in plug-in applications via use of the software’s application
program interface (API).

Who should use this guide

Medical researchers, medical technicians, and other people who are
involved in analyzing medical images or maintaining and supporting the
equipment used to produce images form the audience for the User’s Guide.
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Skills you need to perform tasks in MIPAV

Depending on the platform—Windows, MacIntosh, or Unix—that is running
your workstation, it is recommended that you are familiar with installing
and using software programs for that platform. If you plan to create plug-in
applications for MIPAV to add new functionality, you must have software
programming skills and be familiar with Java.

How this guide is organized

The MIPAV User’s Guide is divided into two volumes:

e Volume 1, Basics, explains how to use the basic features and functions
of MIPAV and how to incorporate plug-in applications.

e Volume 2, Algorithms, presents detailed information about the
purpose, background, and function of the algorithms packaged with
MIPAV and gives instructions for using them.

Volume 1, Basics

The MIPAV User’s Guide, Volume 1, Basics, includes the following:

e Chapter 1, “Introducing MIPAV,” presents an overview of the MIPAV
software program.

e Chapter 2, “Installing MIPAV,” explains how to install, remove, and
upgrade the MIPAV software program. It also explains how to
subscribe to the MIPAV mail list and how to search the MIPAYV archive.

¢ Chapter 3, “Getting Started Quickly with MIPAV,” explains how to use
MIPAV to perform common functions, such as opening an image file,
saving the file, and printing a log file.

¢ Chapter 4, “Understanding Image Basics,” lists the file formats
supported by MIPAV and provides background information on image
file formats. It also provides information on how to view and adjust
image file attributes.
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e Chapter 5, “Working with DICOM Images,” explains how to access
DICOM databases, perform queries, and retrieve image files. In
addition, it explains how to send files to a database.

e Chapter 6, “Connecting to SRB BIRN” explains how to get connected to
SRB.

e Chapter 7, “Visualizing Images,” provides instruction on how to
customize the way image files are displayed, how to magnify and
minify images, how to view images together, how to view a portion of
the image, and how to change image brightness and contrast by
generating histograms and adjusting color look-up tables (LUTSs).

e Chapter 8, “Segmenting Images Using Contours and Masks,” explains
how to create, group, rearrange, and modify volumes of interest
(VOIs); how to create masks; and how to use paint to further identify
VOIs.

¢ Chapter 9, “Analyzing Images,” discusses how to calculate statistics for
VOIs and masks and how to generate intensity profiles, or graphs, for
images.

e Chapter 10, “Changing Image Datasets Using MIPAV Utilities,”
explains how to use the utilities included in the software.

e Chapter 11, “Using Scripts (Macros) in MIPAV,” describes how to
develop scripts, which you can use to customize the program.

e Chapter 12, “Developing Plugin Programs,” explains how to
incorporate plug-in programs into MIPAV.

e Chapter 13, “MIPAV Troubleshooting” explains how to reach MIPAV
tech. support.

e Appendix A, “References ,” provides a list of references that can be
used to learn more about MIPAV functions.

¢ Appendix B, “DICOM Conformance Statement,” provides a copy of the
formal DICOM Conformance Statement, which specifies MIPAV’s
service classes, information objects, communications protocols, and
media storage application profiles.

e Appendix C, “Supported formats,” provides examples of files MIPAV
system files (such as the preference file) and explains how the user can
interpret them; provides limited instruction on how to modify specific
files. Also explains how to use the debug mode.
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¢ The guide also includes a glossary of terms and acronyms.

Volume 2, Algorithms

Volume 2, Algorithms, includes two chapters:

¢ Chapter 1, “Understanding MIPAYV capabilities,” which discusses the
tools and application programming interface provided with MIPAV

e Chapter 2, “Using MIPAV Algorithms” provides detailed information
about the algorithms packaged in MIPAV

In addition, the book includes the glossary of terms and acronyms.

Where to find more information

Both volumes 1 and 2 of the MIPAV User’s Guide are available as Acrobat
PDF files, which you can view, download, and print. You can either print
each volume, or you can print individual chapters separately. For PDFs of
this guide, go to the MIPAV web site:

http://mipav.cit.nih.gov

Conventions used in this guide

This guide uses the following conventions:

This convention. .. Stands for. ..
Italics Names of books, guides, or manuals as
references

New terms or emphasis

Names of executable files

Bold User input
Names of programming commands
All caps File types, such as TIFF, GIF, or JPG
Upper- and lowercase Names of keys
name@address.com E-mail address format
Hyperlink An internet link (position the cursor on this

word and click the left mouse button)*
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This convention . .. Stands for ...

Monospace Code sample, including keywords and variables
within text and as separate paragraphs, and
user-defined program elements within text

*All figure and table citations, such as Figure 1 or Table 1, are hyperlinks although they
are not underscored. Clicking the citation displays the appropriate figure or table.

Both volumes of the MIPAV User’s Guide include special information that
briefly highlights particular features or functions or that provide
clarification. Based on the type of information they convey, these notes are
labeled “note,” “tip,” “example,” “recommendation,” “remember,”
“reference,” “caution,” and “disclaimer.” The following examples indicate
how these notes appear and the type of information they include.

»” <«

Note: Notes provide additional information that is related to the subject at hand.
They tend to be “by the way” types of information or asides.

Tip: Tip paragraphs point out application shortcuts or briefly describe special
features of the software.

Example: An example paragraph provides an example of a task or incident in
which something of note could occur.

Recommendation: Paragraphs that are labeled “"Recommendation” suggest
methods of good practice or advice.

Definition: The definitions of specific words or phrases of note appear in
“definition” paragraphs.

Remember: Notes labeled "Remember” present information that was
previously discussed and that is pertinent in the current topic.

Reference: A reference note highlights one or more references that contain
information on the current topic.
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Caution: A paragraph labeled “Caution,” alerts you to be very careful
about avoiding some action that could harm your equipment or data.

Disclaimer: A disclaimer indicates the possible limitations or
ramifications of a topic.
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MIPAV Algorithms|Overview

Imaging is an essential component in many fields of medical research and

clinical practice. Biologists study cells and generate three-dimensional (3D)
confocal microscopy datasets, virologists generate 3D reconstructions of
viruses from micrographs, radiologists identify and quantify tumors from
Magnetic Resonance Imaging (MRI) and Computerized Tomography (CT)
scans, and neuroscientists detect regional metabolic brain activity from
Positron Emission Tomography (PET) and functional MRI scans. Analysis
of these diverse types of images requires sophisticated computerized
quantification and visualization tools. Until recently, 3D visualization of
images and quantitative analyses could only be performed using expensive
UNIX workstations and customized software. Because of technological
advancements, much of the today’s visualization and analysis can be
performed on an inexpensive desktop computer equipped with the
appropriate graphics hardware and software. The Medical Image
Processing, Analysis, and Visualization (MIPAV) software application takes
advantage of the recent technological advancements, while offering
functionality specifically designed for the medical community.

MIPAV is an extensible image processing, analysis, and visualization
software. Because MIPAV is Java-based, it can run on virtually any
platform. It can also accommodate n-dimensional images in over 20
different file formats, including DICOM, Analyze, TIFF, JPG, and RAW.
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MIPAV is designed to be both a software application and an application
programming interface (API). As a software application, MIPAV provides
an easy-to-use graphical user interface (GUI) that allows researchers to
extract quantitative information from various medical imaging modalities.

Understanding MIPAV capabilities

MIPAV provides ready-made, general-purpose tools that meet the majority
of requirements of many researchers. Researchers can use these tools to
perform a variety of tasks:

¢ View image files, juxtapose images, and adjust opacity level so that
overlapping areas can be studied

¢ Create image files and view and modify the attributes of an image,
including DICOM and volume of interest (VOI) information

e Adjust the display of an image file and adjust magnification settings

e View DICOM overlays and sanitize DICOM information and send and
receive image files to and from databases residing on DICOM-
compliant servers (on computer or imaging device)

e Manually, semiautomatically, and automatically delineate or segment
volumes of interest (VOI) and generate graphs and run statistics on
VOIs

¢ Generate and adjust histograms and lookup tables (LUT) using
customized or preset options

¢ Run sophisticated, predefined algorithms and generate a log of each
algorithm run for each image

e Create new plug-ins to further customize the analysis of data

e Save transformation, look-up table (LUT), and VOI data and apply
them to other images

¢ Print image files, graphs, statistical data, algorithmic logs, and
debugging log data
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Developing new tools using the API

Researchers who have programming resources can use MIPAV as an
application programming interface (API) to develop and incorporate new
and innovative image processing, registration, and visualizations. MIPAV
provides researchers the ability to quickly build a specific program, which
can be installed in MIPAYV as a plug-in, to quantify and visualize their data.

The API provides much flexibility while the software application provides a
variety of commonly used features, thus allowing researchers to use MIPAV
to meet a variety of research needs.
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Using MIPAY Algorithms

MIPAYV supports a wide range of image-processing algorithms to facilitate
the quantification of data from medical images. Although MIPAV provides
storage for all types of 3D volumes, most of the algorithms are designed for
application to 3D datasets where all three dimensions are spatial. However,
MIPAV’s storage techniques do not preclude developing algorithms or
visualization for datasets of any dimensionality.

Table 1 lists both the current and planned MIPAV algorithms.

This table also explains what effect the algorithms have on images.

Table 1. MIPAV algorithms and their effects on images

Algorithm Effect Image types
Edge Detection: Zero X TBD TBD
Laplacian
Edge Detection Zero X TBD TBD
Non-max Suppress
Extract Surface: Adaptive TBD TBD
Climbing
Extract Surface: TBD TBD
Tetrahedron
“Extract Surface (Marching Extracts surface information 2D and 3D MRI images
Cubes)” from a 3D array of values.
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Chapter 2, Using MIPAV Algorithms:

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm

Effect

Image types

Extract Brain Surface

Extracts the surface of the brain
from a T1-weighted MRI.

3D MRI images

Extract Brain: Extract
Brain Surface (BSE)

3D MRI images

Fast Fourier
Transformation (FFT)

Processes images by filtering in
the frequency domain.

e Gray-scale 2D and 3D
images

e Conjugate, symmetric, and
complex data (frequency
filter or inverse FFT only)

Filters (Frequency)

TBD

TBD

Filters (Spatial): Adaptive
Path Smooth.

Filters (Spatial): Adaptive
Noise Reduction

Reduces noise without blurring
the edges.

e Color images
e Black-and-white images

Filters (Spatial):
Anisotropic Diffusion

Blurs image except across
boundaries.

Grayscale images

Filters (Spatial):

CoherenceEnhancingDiffusi
on

Useful for filtering relatively thin,
linear structures such as blood
vessels, elongated cells, and
muscle fibers

e All data types except
complex
e 2D, 2.5D, and 3D images

Filters (Spatial): Gaussian
Blur

Blurs image. This algorithm
produces a similar result as
applying a low-pass or smoothing
filter.

e All image data types except
Complex
e 2D, 2.5D, 3D, and 4D images

Filters (Spatial): Gradient
Magnitude

Generates a strong response at
the edges of objects.

e All image data types except
Complex
e 2D, 2.5D, 3D, and 4D images

Filters (Spatial): Laplacian

Detects edges in an image by
identifying meaningful
discontinuities in gray level or
color.

e All image data types except
Complex
e 2D, 2.5D, and 3D images

Filters (Spatial): Local
Normalization

TBD

TBD

Filters (Spatial): Mean

Provides a simple way of
reducing noise either in an entire
image or in a delineated VOI in
the image.

e All image data types except
Complex
e 2D, 2.5D, and 3D images
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Chapter 2, Using MIPAV Algorithms:

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm

Effect

Image types

Filters (Spatial): Median

Removes shot noise by replacing
a target pixel’s value with the
median value of neighboring
pixels.

e Gray-scale 2D, 2.5D, and 3D
images

e Color 2D, 2.5D, and 3D
images

Filters (Spatial): Nonlinear

Noise Reduction

Reduces noise in an image while
preserving both the underlying
structure and the edges and
corners.

Black-and-white 2D, 2.5D, and
3D images

Filters (Spatial):
Nonmaximum Suppression

Defines the edges of an image.

e Black-and-white 2D, 2.5D,
and 3D images

e Edge processing only
applicable to black-and-white
2D images

“Filters (Spatial):
Regularized Isotropic
(Nonlinear) Diffusion”

Regularized isotropic nonlinear
diffusion. Diffusion filtering,
which models the diffusion
process, is an iterative
approach of spatial filtering.

e All data types except
complex
e 2D, 2.5D, and 3D images

Filters (Spatial): Slice
Averaging

Reduces image noise.

e All image data types
e All 2D, 2.5D, and 3D images

Filters (Spatial): Unsharp
Mask

Produces a sharpened version of
the image or a VOI of the image.

e All image data types, except
complex and RGB images
e 2D, 2.5D, 3D, and 4D images

Filters (Wavelet):
Thresholding

TBD

TBD

Fuzzy C-Means:
Multispectral

Performs both hard and soft
segmentation on multiple
images.

e 2D and 3D datasets
e RGB datasets

Fuzzy C-Means: Single
Channel

Performs both hard and soft
segmentation on a single image.

e 2D and 3D datasets
e RGB datasets

Histogram Equalization:
Neighborhood Adaptive

Enhances the contrast in an
image by reevaluating the gray-
scale, or intensity, value of each
pixel based on a region of nearby
pixels.

e Color image
e Black-and-white images

Histogram Equalization:
Regional Adaptive

Enhances the contrast in an
image.

e Color images
e Black-and-white images
e Whole images, not VOIs

Image Calculator

TBD

TBD

Image Math

TBD

TBD
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Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types

In homogeneity N3 TBD TBD

Correction

Levelset TBD TBD

Mask Generates a mask, with a 2D, 2.5D, 3D, and 4D images,
specified intensity, of the region not RGB images

inside or outside the contoured
VOIs that are delineated on an

image.
Microscopy: Colocalization Provides an automatic method of Color and black-and-white 2D
Orthogonal Regression quantifying the amount of or 3D images
colocalization in images.
Microscopy: FRAP Determines an association rate, Color and black-and-white 3D
dissociation rate, and diffusion images

transfer coefficient in images.

Microscopy: FRET

Morphological: Dilate TBD TBD

Morphological: Erode TBD TBD

Morphological: Ultimate TBD TBD

Erode

Morphological: Open TBD TBD

Morphological: Close TBD TBD

Morphological: ID Objects TBD TBD

Morphological: Distance TBD TBD

Map

Morphological: Bg TBD TBD

(Background) Distance

Map

Morphological: Delete TBD TBD

Objects

Morphological: Particle TBD TBD

Analysis

Morphological: Find Edges TBD TBD

Noise TBD TBD

Plot Surface TBD TBD

Principal Component TBD TBD
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Chapter 2, Using MIPAV Algorithms:

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types
Quantify Using Mask TBD TBD
Randomize Slice Order TBD TBD
Registration: AFNI-Shear TBD TBD
Registration: AIR Linear TBD TBD
Registration: AIR TBD TBD
Nonlinear

Registration: Optimized TBD TBD
Automatic Registration

Registration: Optimized TBD TBD

Automatic Registration
2.5D

Registration: Time Series

Optimized Automatic
Registration

Registers individual 3D volumes
within a 4D time series to a
reference volume.

Both 4D color and gray-scale
images

Registration: Landmark—

Least Squares

Registers an image to the
reference image by using
corresponding points placed in
both images.

2D and 3D gray-scale and color
images

Registration: Landmark—

TPSpline

Allows you to register two images
in a nonlinear manner using the
corresponding landmark points
that you delineate in both of the
images.

All 2D and 3D images

Registration: Manual 2D
Series

Registers manually or
semimanually two images by
placing corresponding points on
both images and then applying
either the Landmark—Thin Plate
Spline or Landmark—Least
Squares algorithm.

All 2D gray-scale and color
images

Registration: Patient TBD TBD
Position (DICOM)
Registration: VOI TBD TBD

Landmark

Reslice—Isotropic Voxels

Applies image resampling.

All image data types except
RGB and complex

Shading Correction:

Inhomogeneity N3
Correction

Corrects for shading artifacts
often seen in MRI.

2D and 3D MRI images
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Chapter 2, Using MIPAV Algorithms:

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types
Stereo Depth TBD TBD
Subtract VOI Background TBD TBD
Threshold TBD TBD
Transform TBD TBD
Transform Nonlinear TBD TBD
Watershed TBD TBD
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Chapter 2, Using MIPAV Algorithms: Extract Brain: Extract Brain Surface (BET)

Extract Brain: Extract Brain Surface (BET)

Background

This algorithm extracts the surface of the brain from a T1-weighted MRI,
eliminating the areas outside of the brain. This algorithm is similar to the
brain extraction tool developed at the Oxford Center for Functional
Magnetic Resonance Imaging of the Brain.

The procedure used by this algorithm to extract the brain surface consists of
four major steps:

Step 1, Estimating image parameters

Step 2, Selecting an initial closed mesh within the brain

Step 3, Evolving a mesh in a surface tangent direction, in a surface
normal direction, and in a vertex normal direction

Step 4, Identifying the voxels inside and on the brain surface

STEP 1, ESTIMATING IMAGE PARAMETERS

A number of important parameters must be calculated from histograms
composed of 1024 bins. These parameters are used to estimate the initial
axes of the ellipsoid. As well as affect the evolution of an initial ellipsoid to
the surface of the brain. Using an ellipsoid to initial surface as opposed to a
sphere significantly improves the segmentation especially around the eyes
and sinus cavities.

There are three such intensity values:

e Minimum threshold: t,;, = 0.5 background threshold

e Background threshold: t,,, = histogram index with the greatest count

e Median threshold: t,.; = median pixel value with the initial ellipsoid
that are greater than ¢,
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STEP 2, SELECTING AN INITIAL CLOSED MESH

MIPAV uses a different approach to constructing an initial mesh (i.e.,
ellipsoid), which is used as the initial surface for approximating the brain
surface. The final approximation to the brain surface lies near the CSF and
scalp. The shape of the mesh at the top of the head is nearly the shape of the
scalp.

As a way of identifying the scalp voxels that lie at the top of the head, this
algorithm locates all the bright voxels using the threshold t,,4,. Voxels in
the lower half of the head also show up due to fatty tissue, much of it at the
base of the neck. Empirically, the number of bright voxels near the scalp at
the top of the head appear to be noticeably smaller than those voxels in the
bottom half of the head. This algorithm stores only those voxels that are
near the scalp at the top of the head. The voxel locations are fit with an
ellipsoid by means of a least squares algorithm for estimating the
coefficients of the quadratic equation that represent the ellipsoid.

The ellipsoid obtained is reduced in scale by approximately half. The initial
ellipsoids in all the test images evolved to reasonable brain surface
approximations in a reasonable amount of time. Figure 1 shows the
ellipsoid of intersection of the ellipsoid with the middle slice of the images.

Note: If it is unable to calculate the parameters to form an ellipsoid, MIPAV
estimates a sphere instead to initialize the surface extraction process.
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Figure 1. The initial ellipsoids intersected with the middile slices

The ellipsoid is topologically equivalent to a sphere centered at the origin
and with unit radius. Therefore, the initial mesh that approximates an
ellipsoid is constructed by tessellating this sphere and then by applying an
affine transformation to map the sphere-mesh vertices to ellipsoid-mesh
vertices. The tessellation is performed by starting with an octahedron
inscribed in the sphere. The octahedron vertices are (+1, 0, 0), (0,+1, 0),
and (0, 0,+1). There are initially 6 vertices, 12 edges, and 8 triangles. Each
level of subdivision requires computing the midpoints of the edges and
replacing each triangle by four subtriangles as shown in Figure 2.
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Figure 2. Subdivision of a triangle

To avoid a lot of dynamic allocation of memory, it is possible to compute the
total number of vertices, edges, and triangles that are required for the mesh
given the number of subdivisions. Let V, E,, and T, be the current
quantities of vertices, edges, and triangles. Each subdivide edge leads to a
new vertex, so the new number of vertices is V, = V, + E,. Each triangle is
replaced by four triangles, so the new number of triangles is T, = 4T,. Each
edge is split into two edges and each subdivided triangle creates three
additional edges, so the new number of edges is

E, = 2E, +3T,. These recurrence formulas are iterated over the desired
number of subdivisions to compute the total objects required.

All edges are subdivided first. When each edge is subdivided, the index of
the newly generated vertex must be stored for later use by triangle sharing
the edge that is being subdivided. A hash map is used to store an edge as a
pair of vertex indices as the key of the map. The value of the map is the
index of the vertex that is generated as the midpoint. The triangles are then
subdivided. The edges of the triangle are looked up in the hash map to find
the indices of the three new vertices to be used by the subtriangles.

The subtriangles are stored as triples of vertex indices. After the triangles
are subdivided, the original edges must all be discarded and replaced by the
subdivided edges in the new mesh. These steps are repeated for all
subdivision steps. Once the subdivided mesh is generated, we also need to
know the vertices adjacent to a given vertex. This information is required to
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compute the average of the neighboring vertices. The mean length of all the
edges of the mesh can be computed using the edge hash map as storage for
the edges, so after triangle division the edge hash map must exist
throughout the mesh updates. Figure 3 shows a rendering of an initial
ellipsoid, both solid and wireframe.

(A) Solid ellipsoid (B) Wireframe ellipsoid

Figure 3. An initial ellipsoid: (A) solid and (B) wireframe

The median intensity threshold, .4, is obtained by iterating over all the
voxels with the image with intensity larger than t,,, and which are located
inside the initial ellipsoid. The corresponding set of intensities is sorted and
the middle value selected for the median intensity threshold.

STEP 3, EVOLUTION OF THE MESH

The first step is to compute the average edge length L of the edges in the
mesh. This is easily done by iterating over the hash map of edges, looking up
the vertices from the indices stored in each edge, calculating the edge
length, accumulating the lengths, then dividing by the total number of
edges.

Second, the vertex normals are needed for evolving the mesh in a direction
normal to the surface. This is also easily done by iterating over the triangles.
A running sum of non-unit triangle normals is maintained for each vertex.
Once the sums are calculated, the vertex normals are normalized by an
iteration over the array storing them.
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Third, the surface tangents, normals, and curvatures must be computed. If

V is a vertex, then ?/mean is the average of all the neighbors of V. The

neighbors are rapidly accessed by using the adjacency structure that keeps
track of the array of indices of neighbors for each vertex, so the mean vertex
is easily computed. The difference between vertex and mean is

> > > . . .
S = Vmean — V- This vector is decomposed into a surface normal and surface

tangential component. The normal component is in the direction of the
9
vertex normal V',
> > > >
SN =SxVyVy

The tangential component is

The estimate of surface curvature is chosen to be:

L2

where L is the mean edge length of the mesh. The minimum and maximum
curvatures are maintained as the various surface quantities are computed
for all the vertices. These values are denoted « ,,;, and « ,,,, and are used to
compute two parameters that are used in the update of the mesh in the
surface normal direction,

E = F=
2, . +x_ ) .
min " max max  “min

Once all these values are computed, each vertex of the mesh is updated by

> 3 3 >
V+= 0587+ clSN+ czVN

It is important to note that the BET: Brain Extraction Tool paper (refer to
“Reference” on page 47) uses the notation s, to denote the surface normal,

usually a non-unit vector, and §n to denote the normalized vector for s, .
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However, Equation (13) in the BET paper incorrectly lists the last term in

the update equation to use §n when in fact it should be ?/N- Both vectors

are parallel, but not necessarily pointing in the same direction. The
discussion about Equation (8) in the BET paper makes it appear that the
vector should be the vertex normal, not the surface normal. In any case,

MIPAV uses Vy .

The 0.53 7 allows the mesh to move a little bit in the tangential direction to

“align” the vertices with the desired goal of being located at the mean
vertices. This allows the mesh to shift about somewhat.

The c1§N is a smoothing term. The coefficient ¢ represents a stiffness of

the mesh against motion in the surface normal direction. The formula for
¢, inthe BET paper is

¢ = %(1 + tanh((F)(k — E)))

where « is the estimate of surface curvature at the vertex. This formula
made the surface too stiff and unable to expand to a good approximation of
the brain surface. So the formula was modified to add a stiffness parameter,
o, with a default value of 0.1 and use.

¢ = 3(1 + tanh(F(x — E)))

Moreover, o is allowed to increase over time, then decrease later, to
properly evolve the surface.

The c, ;N term controls the surface evolution based on the MRI data. The

algorithm is almost exactly the formula described in the BET paper. A ray
pointing inside the surface is sampled to a certain maximum depth and the
sampled intensities are used to construct a minimum I,;, and a maximum
I,.... The coefficient for the update is then

Imin_tmin
¢y = 0.1L _bt+[—

max min
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where

L is the mean edge length

b, is what the BET paper calls the brain selection term (value chosen to
be 1/2)

tmin 18 the minimum intensity threshold calculated during histogram
analysis

Figure 4 shows a rendering of a brain surface extracted using the methods
discussed in this section.

Figure 4. Two views of a brain surface mesh

STEP 4, SELECTING BRAIN VOXELS

This algorithm selects in two phases those voxels that are inside or on the
triangle mesh that represents the surface of the brain. The first phase makes
a pass over the triangles in the mesh. Each triangle is rasterized in the 3D
voxel grid. The rasterization is done three times in the coordinate
directions. The idea for a given direction is to cast rays in that direction and
find voxels that are approximately on or near the triangle. The final result of
all the rasterization is a surface that is a few voxels thick. More important is
that it is a closed surface.
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The end result is a ternary 3D image whose voxels are o0 for background, 1
for surface, and 2 for interior. The distinction between the surface and
interior voxels allows an application to color the surface voxels in image
slices to see how accurate the segmentation is. Figure 5 shows a few slices of
the original MRI with the brain voxels colored.

Figure 5. MRI slices with colored brain voxels

IMAGE TYPES

You can apply this algorithm only to 3D MRI images.
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SPECIAL NOTES

You can save the triangle mesh in the sur format that the level surface
viewer supports. This allows you to render the extracted surface. The code
also gives you access to the ternary mask image to do with as you please.

REFERENCE

Refer to the following reference for more information about this algorithm:

Smith, Stephen. BET: Brain Extraction Tool. FMRIB Technical Report TRooSMS2, Oxford
Center for Functional Magnetic Resonance Imaging of the Brain, Department of Clinical
Neurology, Oxford University, Oxford, England.

Applying the Extract Brain Surface algorithm

To use this algorithm, do the following:

1 Select Algorithms > Extract Brain. The Extract Brain dialog box opens
(Figure 6).

2 Complete the information in the dialog box.

3 Click OK. The algorithm begins to run, and a progress bar appears with

the status. When the algorithm finishes running, the progress bar
disappears, and the results replace the original image.
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- Options

Extract Brain g|

[ \fuxial iveesge orientation. [[] Display initial ellipsoid result.

[Z] Estirvate initial houndary using a sphere. [_] Second stage edze emsion

.
I ters

Ttexations (100 - 20003 [1000 |
Depth (3 - 19} |5 |
Traage influsnce (0.01 - 0.5) 1 |

|

Stiffness (0.01 - 0.5) .15

[¥] Use the woluree center of mass

Axial image
orientation

Specifies that the image is in the axial orientation.

Unless you first change the default values of the Initial mesh position
boxes, marking or clearing this check box changes their values.

Estimate initial
boundary using a
sphere

Uses a sphere shape instead of an ellipse for estimating the initial
boundary.

Unless you first change the default values of the Initial mesh position
boxes, marking or clearing this check box changes their values.

Display initial
ellipsoid result

Displays the ellipsoid sphere to be used in extracting the brain. This option
allows you to verify that the initial ellipsoid sphere correctly covers the area
in the image where the brain is located.

Second stage edge
erosion

Performs erosion process at the edge of the brain to remove nonbrain
voxels. When you select this check box, the Erode at percent above median
text box is enabled.

Iterations Specifies the number of times to run the algorithm when evolving the
ellipsoid into the brain surface. The default is 1000.
Depth Specifies the maximum depth inside the surface of the brain to use in

sampling intensities. The default value is 5.

Image influence

Controls the surface evolution by sampling to the specified depth to

calculate the maximum and minimum intensities. The default value is 0.10.

Figure 6. Extract Brain dialog box
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Stiffness

Controls the stiffness of the mesh against motion in the surface normal
direction. The default value is 0.15.

Erode at percent

above median

Removes voxels (nonbrain material) that are at the edge of the
segmentation and that have an intensity above the percent of the median
voxel intensity of the brain. Type the appropriate percentage in this text
box.

This text box is enabled when you select Second stage edge erosion.

Use the volume
center of mass

Contructs the mesh using the volume center of mass. When you select this
check box, you cannot specify the Initial X, Y, or Z mesh positions.

Initial mesh X
position

Constructs the mesh using the X position that you specify. To specify a
value for this text box, clear Use the volume center of mass.

Unless you first change the default value of this box, marking or clearing
either the Axial image orientation or Estimate initial boundary using a
sphere check boxes changes the default value.

Initial mesh Y
position

Constructs the mesh using the Y position that you specify. To specify a
value for this text box, clear Use the volume center of mass.

Unless you first change the default value of this box, marking or clearing
either the Axial image orientation or Estimate initial boundary using a
sphere check boxes changes the default value.

Initial mesh Z

Constructs the mesh using the Z position that you specify. To specify a

position value for this text box, clear Use the volume center of mass.
Unless you first change the default value of this box, marking or clearing
either the Axial image orientation or Estimate initial boundary using a
sphere check boxes changes the default value.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.

Help Displays online help for this dialog box.

Figure 6. Extract Brain dialog box (continued)
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Extract Brain: Extract Brain Surface (BSE)

This algorithm strips areas outside the brain from a T1-weighted magnetic
resonance image (MRI). It is based on the Brain Surface Extraction (BSE)
algorithms developed at the Signal and Image Processing Institute at the
University of Southern California by David W. Shattuck. This is MIPAV’s
interpretation of the BSE process and may produce slightly different results
compared to other BSE implementations.

Background

This algorithm works to isolate the brain from the rest of a T1-weighted
MRI using a series of image manipulations. Essentially, it relies on the fact
that the brain is the largest area surrounded by a strong edge within an MRI
of a patient’s head. There are essentially four phases to the BSE algorithm:

Step 1, Filtering the image to remove irregularities, refer to page 50;

Step 2, Detecting edges in the image, refer to page 50;

Step 3, Performing morphological erosions and brain isolation, see
page 51;

Step 4, Performing surface cleanup and image masking, refer to
page 51.

STEP 1, FILTERING THE IMAGE TO REMOVE
IRREGULARITIES

The first step that MIPAV performs is to filter the original image to remove
irregularities, thus making the next step—edge detection—easier. The filter
chosen for this was the Filters (Spatial): Regularized Isotropic (Nonlinear)
Diffusion. Figure 7A shows the original image, and Figure 7B shows the
image after it is filtered.

STEP 2, DETECTING EDGES IN THE IMAGE

Next, MIPAV performs a thresholded zero-crossing detection of the filtered
image's laplacian. This process marks positive areas of the laplacian image
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as objects by setting them to 1 and identifies nonobject areas by setting their
values to o (Figure 7C).

STEP 3, PERFORMING MORPHOLOGICAL
EROSIONS AND BRAIN ISOLATION

During this step, the software performs a number of 3D (or, optionally,
2.5D) morphological erosions on the edge image mask to remove small
areas identified as objects that are not a part of the brain. It then performs a
search for the largest 3D region within the image, which should be the brain
(Figure 7D). It erases everything outside this region and then performs
another morphological operation, dilating the brain image back to
approximately its original size and shape before the erosion (Figure 7E).

STEP 4, PERFORMING SURFACE CLEANUP AND
IMAGE MASKING

Once MIPAYV isolates the brain, it needs to clean up the segmentation a bit
by performing more morphological operations. It first performs a 2.5D
closing with a circular kernel in an attempt to fill in interior gaps and holes
that may be present. Since it is better to have too much of the original
volume in the extracted brain than to miss some of the brain, MIPAV
performs an extra dilation during the closing operation, making the mask
image slightly larger. If a smaller mask is desired, the closing kernel size can
be reduced (keep in mind that this size is in millimeters and is the diameter
of the kernel, not its radius).

As an option, MIPAYV can then fill in any holes that still exist within the
brain mask. Finally, it uses the mask to extract the brain image data from
the original volume (Figure 7F).

SELECTING PARAMETERS

Careful parameter selection must be done for the BSE algorithm to produce
good results. For example, excessive erosion or dilation, closing kernel size,
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or edge detection kernel size can remove detail from the brain surface or
remove it completely.

Edge detection kernel size parameter

The edge detection kernel size parameter is especially sensitive. Small
changes to it (e.g., from the default of 0.6 up to 0.7 or down to 0.5 in the
following example) can result in large changes to the extracted brain
volume. Refer to Figure 7.

Recommendation: To find an optimal set of parameters values, run this

V algorithm repeatedly on a representative volume of the MRI images that you
want to process with different parameter values and with Show intermediate
images selected.

Figure 7 shows images that were produced from running this algorithm
with the default parameters against a 256 x 256 x 47 MRI. In each image,
the middle slice is shown.

IMAGE TYPES

You can apply this algorithm only to 3D MRI images. The resulting image is
of the same data type as the original image.

REFERENCES

Refer to the following references for more information about the Brain
Surface Extraction algorithm and general background information on brain
extraction algorithms.

A. I Scher, E. S. C. Korf, S. W. Hartley, L. J. Launer. “An Epidemiologic Approach to
Automatic Post-Processing of Brain MRI.”

David W. Shattuck, Stephanie R. Sandor-Leahy, Kirt A. Schaper, David A. Rottenburg,
Richard M. Leahy. “Magnetic Resonance Image Tissue Classification Using a Partial Volume
Model.” NeuroImage 2001; 13(5):856-876.
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(A) Original image (B) Filtered image

(C) Edge image mask (D) Isolated brain mask

(F) Extracted brain

(E) Brain mask after
applying morphological
operations

(G) Original image with the extracted brain
showing in color (not produced by selecting
Show intermediate images)

Figure 7. Examples of Extract Brain Surface (BSE) image processing

Applying the Extract Brain Surface (BSE) algorithm

To use this algorithm, do the following:

1 Select Algorithms > Extract Brain Surface (BSE). The Extract Brain
Surface (BSE) dialog box opens (Figure 8 on page 54).

2 Complete the information in the dialog box.
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MIPAY
3 Click OK. The algorithm begins to run, and a progress bar appears with
the status. When the algorithm finishes running, the progress bar
disappears, and the results replace the original image.
Filtering
Iterations (1-5) Specifies the number of Filtering
regularized isotropic Iteratinns (1 - ) |
(nonlinear) diffusion filter Caussian standard deviation (0.1 - 5.0) ns
passes to apply to the image.
This parameter is used to find Edge Detection
anatomical boundaries Kemel size (0.1 - 5.0) 062

seperating the brain from the
skull and tissues. For images
with a lot of noise, increasing
this parameter will smoth
noisy regions while
maintaining image
boundaries.

Gaussian standard
deviation (0.1-5.0)

Specifies the standard
deviation of the Gaussian filter
used to regularize the image.
A higher standard deviation
gives preferebce to high-
contrast edges for each voxel
in the region.

Perfonu fast corvolutions (requires more meraory)

Erosion / Dilation

Iterations {1 - 10} 1

[ Process slices independently

Closing

Kemel diameter (0.1 - 5000 ron) 66525
Fill all interior holes

Options

[] Show intermediate itnages Extract brain to paint

0K | ‘ Cancel ‘ ‘ Help

Edge Detection

Kernel size (0.1-
5.0)

Specifies the size of the symmetric Gaussian kernel to use in the Laplacian
Edge Detection algorithm. An increase in kernel size will yield an image

which contains only the strongest edges. Equivalent to using a narrow filter

on the image, a small kernal size will result in more edges.

Perform fast
convolutions
(requires more
memory)

Specifies whether to perform Marr-Hildreth edge detection with separable

image convolutions.

The separable image convolution completes about twice as fast, but it
requires approximately three times more memory. If memory is not a

constraint, select this check box.

Figure 8. Extract Brain Surface (BSE) algorithm dialog box
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Erosion/Dilation

Iterations (1-10)

Specifies the number of:

e Erosions that should be applied to the edge image before the brain is
isolated from the rest of the volume;

¢ Dilations to perform afterward.

A higher number of iterations will help distinguish brain tissue from blood
vessels and the inner cortical surface. Noise resulting from blood vessels or
low image contrast may be present when few iterations are used.

Process slices

Applies the algorithm to each slice of the dataset independently. Separable

independently image operations will again produce results more quickly while using
increased memory. Since this part of the brain surface extraction is meant to
fill large pits and close holes in the surface, indepent processing may not
yield optimal results.

Closing

Kernel diameter
(in mm) (0.1-
50.0)

Specifies the size of the kernel to use (in millimeters). The value defaults to a
number of millimeters that ensures that the kernel is 6 pixels in diameter
and takes into account the volume resolutions. Closing operations act to fill
smaller pits and close holes in the segmented brain tissue.

Fill all interior
holes

Fills in any holes that still exist within the brain mask. When optimal
parameters for a given image have been used, this option will generally
produce a volume of interest that lies between the inner cortical surface and
the outer cortical boundary.

Options

Show intermediate
images

Shows, when selected, in addition to the final brain image, the images that
are generated at various points while the BSE algorithm is running. Selecting
this check box may help you in finding the optimal parameters for running
the BSE algorithm on a volume.

For an image named ImageName, the debugging images displayed would
include:

e The filtered image (named ImageName_ filter)
e The edge image (named ImageName_edge)
e The eroded edge image (named ImageName_erode_brain)

e The isolated brain mask after erosion and dilation (named
ImageName_erode_brain_dilate)

e The brain mask after closing (named ImageName_close)

e The closing image is shown before any interior mask holes are filled

Extract brain to
paint

Paints the extracted brain onto the current image. See also Figure 9.

Figure 8. Extract Brain Surface (BSE) algorithm dialog box (continued)
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OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.

Help Displays online help for this dialog box.

Figure 8. Extract Brain Surface (BSE) algorithm dialog box (continued)

Hlbrain_1 92,184 M:1.0 Xlbrain_1 92,184 M:1.0

Figure 9. The Extract Brain to Paint option: on your left is the original

image and on your right is the result image with the brain extracted to
paint.
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Face Anonymizer (BET)

Background

This Face Anonymizer (BET) algorithm extracts an approximated face from
a T1-weighted MRI, eliminating facial areas outside of a certain buffer from
the brain. The algorithm employs several other algorithms developed by the
MIPAV project, refer to page 59 for applicable references.

The procedure used by this algorithm to return an image with an extracted
face consists of five major steps:

1 Extract the brain, refer to page 57;
2 Buffer the brain, refer to page 58;
3 Define the face, refer to page 58;
4 Extract the face, refer to page 58;

5 Smooth the face, refer to page 58.

STEP 1, EXTRACT THE BRAIN

The brain extraction portion of the algorithm employs the Extract Brain
Surface (BET) tool. This tool extracts the surface of the brain from a T1-
weighted MRI by expanding an initial ellipsoid. The brain extraction tool is
derived from a similar tool developed at the Oxford Center for Functional
Magnetic Resonance Imaging of the Brain.

Parameters that directly relate to the mechanics of the brain extraction tool
can be changed using the dialog box for the face anonymizer. For more
information, refer to the dialog help section on page 59.

For more information concerning the mechanics of this portion of the
algorithm, see references on page 59.
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STEP 2: BUFFER THE BRAIN

The brain extracted from the brain extraction tool is buffered by a certain
number of millimeters that can be set using this algorithm's dialog menu.
This portion of the algorithm employs the morphological dilate algorithm to
extend the brain mask derived from brain extraction tool in three
dimensions. Refer to “Extract Brain: Extract Brain Surface (BSE)” for more
information.

STEP 3: DEFINE THE FACE

The face is searched for in an area defined by the MRI given orientation.
This orientation is derived from the file information of the MRI and can be
changed using this algorithm's dialog options. Within this region an initial
shape is chosen that will expand in an effort to extract the face.

STEP 4: EXTRACT THE FACE

Face extraction is achieved by appending spheres of random radius onto the
initial shape. This size of the spheres decays exponentially as the area of the
two octants is filled. Eventually the process converges to a shape that is
defined as an approximate face and does not lie within the buffered brain
area. For more information on the method of sphere approximation, see
references on page 59.

STEP 5: SMOOTH THE FACE

The extracted face is smoothed to approximate a quarter-cylinder within the
two given octants. The final extracted face is guaranteed to not lie within the
extracted brain.

MIPAV User’s Guide, Volume 2, Algorithms 58
8/31/07



Chapter 2, Using MIPAV Algorithms: Face Anonymizer (BET)

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

IMAGE TYPES

You can apply this algorithm only to 3D T1-weighted MRI images. The
image file must represent the whole brain (from the left to the right side and
from the top to the bottom of the brain). The algorithm would not work if
the image file contains only a few slices.

NOTES

The resulting image is of the same data type as the original image.

REFERENCE:

Within the MIPAV project:

The brain extraction tool, which extracts the surface of the brain from a T1-weighted MRI
and the dilate algorithm, which buffers the extracted brain by a set number of millimeters,
are described here: “Extract Brain: Extract Brain Surface (BSE)”.

Outside of MIPAV:

Smith, Stephen. BET: Brain Extraction Tool. FMRIB Technical Report TRo0SMS2, Oxford
Center for Functional Magnetic Resonance Imaging of the Brain, Department of Clinical
Neurology, Oxford University, Oxford, England. Smith's paper is also available here: http://
portal.acm.org/citation.cfm?id=246

Mcllroy, M. D. Best approximate circles on integer grids. ACM Transactions on Graphics

(TOG), Volume 2 Issue 4. An approximation for spheres also available at http://
portal.acm.org/citation.cfm?id=246.

Applying the Face Anonymizer Algorithm

To use this algorithm, do the following;:
1 Select Algorithms > Brain Tools > Face de-Identification. The Face
Anonymizer dialog box appears.

2 Complete the information in the dialog box. Check that the MRI
orientation information is correct.

3 Click OK.
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4 The algorithm begins to run, and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and
the original image without the extracted face appears.

Anonymize Face

Which way is the patient’s face pointing?
) Right ® Left
2 Down [ Up

(20 Into the screen (20 Ot of the sereen

Face removal options
Extracted brain is avolded b a buffer of this mansy mms |20

Brain exiraction options
Estimate iritial houndary using a sphere.
Irvage influence ratio (0.01 - 0.5) 0.1
Ivlesh stiffness (001 - 0.5) 015
[ ooe ] cma | [mw ]

Before

Figure 10. An example of the Face Anonymizer (BET) image processing.
The image has been processed using default parameters

Recommendation: To find an optimal set of parameter values, run this
algorithm repeatedly on a representative volume of the 3D T1-weighted MRI

images using different parameter values. Keep the records of parameter

values you use.
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Which way is the
patient’s face
pointing?

Specifies the orientation of

the image. MIPAV extrapo-

lates this value from the . . . ..

. I . Which the patient’s far ?

image file information. Con- way is the patients face pointing

firm that the orientation ) Right i Left

given is correct: () Dovn O p

Right - sagittal image with

x-axis oriented posterior to = e s maen = On sl g
anterior; Face removal options

Left - sagittal image with X- Extracted brain is avoided by abuffer of this many raras |20
axis oriented anterior to . . .

posterior; Brain exiraction options

Down - axial image with Y- | Estirnate initial bowndary using a sphere.

axis oriented posterior to Irmage influsnce ratin (001 - 0.5) 0.1
anterior; Mlesh stiffness (0.01 - 0.5) 015
Up - axial image with y-axis

oriented anterior to 0K Cancel Help
posterior;

Into the screen - coronal image with Z-axis oriented posterior to anterior;

Out of the screen - coronal image with Z-axis oriented anterior to posterior.

Face Removal Options

Brain buffer

Guarantees that the extracted brain will be avoided by the specified number of
millimeters. Refer to “Step 2: Buffer the brain” for more information.

Brain Extraction Options

Initial shape

Uses a sphere shape instead of an ellipse for estimating the initial boundary.

Specifies whether a sphere should be used for initial brain extraction. For more
information, see the sphere approximation option for the brain extraction tool.

Image influence
ratio

Specifies the depth to calculate in approximating brain maximum and minimum
intensities. For more information, refer to “Extract Brain: Extract Brain Surface (BSE)”
to learn more about the image influence option for the brain extraction tool. Default
value is 0.1. Allowed values range from 0.01 to 0.5.

Mesh stiffness

Controls the stiffness of the brain approximation mesh. For more information about
the stiffness option, refer to Chapter “Extract Brain: Extract Brain Surface (BSE)" of
the MIPAV manual.

Default value is 0.15. Allowed values range from 0.01 to 0.5.

OK Confirms the dialog settings and runs the algorithm.
Cancel Disregards any changes that you made in this dialog box and closes this dialog box.
Help Displays online help for this dialog box.
Figure 11. Face Anonymizer dialog box options
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Fast Fourier Transformation (FFT)

There are two main approaches to filtering an image. The first is the
convolution of an image and kernel in the spatial domain. The second is the
multiplication of an image's fourier transform with a filter in the frequency
domain. The fast fourier transformation (FFT) algorithm, which is an
example of the second approach, is used to obtain a frequency-filtered
version of an image. Processing images by filtering in the frequency domain
is a three-step process:

1 Perform a forward fast fourier transform to convert a spatial image to its
complex fourier transform image. The complex image shows the
magnitude frequency components. It does not display phase
information.

2 Enhance selected frequency components of the image and attenuate
other frequency components of the image by multiplying by a low-pass,
high-pass, band-pass, or band-stop filter.

In MIPAV, you can construct frequency filters using one of three
methods: finite impulse response filters constructed with Hamming
windows, Gaussian filters, and Butterworth filters. However, for the
Gaussian filters, only low-pass and high-pass filters are available.

3 Perform an inverse fast fourier transform to reconvert the image from
the frequency domain to the spatial domain.

You can also use Algorithms > Filters (frequency) to obtain a frequency-
filtered version of an image in a single step. A contrast of the FFT and Filter
(frequency) commands on the Algorithms menu is helpful in determining
which one to select.

Use... To...
Algorithms > Filters Obtain a frequency-filtered version of an image
(frequency) in a single step. All three steps in the process

are performed internally and only the resultant
filtered image is displayed.

Algorithms > FFT Produce pictures of the fourier transform of the
image and the filtered fourier transform of the
image.
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Background

Since all dimensions of an n-dimensional dataset must be powers of 2,
datasets with arbitrary dimensions are zero padded to powers of 2 before
applying the fast fourier transform and stripped down to the original
dimensions after applying the inverse fast fourier transform.

If real source data is used, then the output obtained after the final inverse
fourier transform step is purely real, no matter what filter construction
method is used. Any non-zero imaginary part present after the inverse fast
fourier transform is due to Randolph error. Hence, the imaginary part is
discarded and only the real part is imported into the final image. Figure 12
shows the application of the FFT algorithm to a 2D image.

)

& Inverse FFT image M:1.0 _ (O] x|

genormcor.img M:1.0 | :F;ETFFT image M:1.0

ol

]

Figure 12. FFT algorithm processing

In MIPAYV, frequency filters may be constructed using one of three methods:
finite impulse response filters constructed with Hamming windows,
Gaussian filters, and Butterworth filters. You select the method when you
enter the parameters for the algorithm.
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FINITE IMPULSE RESPONSE (FIR) FILTERS
WITH HAMMING WINDOWS

If you use FIR filters with Hamming windows, an ideal filter kernel is
constructed in the spatial domain. A Hamming window kernel is also
constructed in the spatial domain. Then, the ideal filter kernel and the
Hamming window kernel are multiplied together in the spatial domain. The
resultant kernel is a circle or odd diameter sphere with its center at (kernel
diameter - 1)/2 in every dimension. The kernel is zero padded up to the
same dimensions as the original image data.

The two fourier transforms (image and filter) are multiplied, and the
inverse fourier transform is obtained. The result is a filtered version of the
original image shifted by (kernel diameter - 1)/2 toward the end of each
dimension. The data is shifted back by (kernel diameter - 1)/2 to the start of
each dimension before the image is stripped to the original dimensions.

In every dimension the length of the resulting fourier image must be greater
than or equal to the length of non-zero image data + kernel diameter - 1 so
that aliasing does not occur. In aliasing, higher frequency components
incorrectly shift to lower frequencies. Thus, if the image is not cropped, each
frequency space dimension must be greater than or equal to the minimum
power of two that equals or exceeds the original dimension size + kernel
diameter 1. If cropping is selected, the fourier image is only increased to the
minimum power of 2 that equals or exceeds the original dimension size
rather than the minimum power 2 that equals or exceeds the original
dimension size + kernel diameter - 1. With cropping, a band of pixels at the
boundaries of the image is set equal to 0. A power of 2 increase in
dimension length is avoided at the cost of losing edge pixels.

The following formula defines the discrete-space fourier transform pair:

X((ol,mz) = > > x(nl,nz)e

‘jmlnle‘ﬂ”z”z

1 n Ty oy,
x(nyny) = _Ejml _ —anz _ _nX((ol,(o2)e e do do,
T
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While centering is invoked in FFT to provide a clearer display, centering is
not used in frequency filter where no fourier images are produced.

GAUSSIAN AND BUTTERWORTH FILTERS

In the frequency filtering step, both the real and imaginary parts of the
fourier transform are scaled by the same formula, which depends only on
the distance from the center of image.

The FIR filter must create two fourier transforms: one for the original image
and one for the kernel. The Butterworth and Gaussian filters only need to
create one fourier transform for the image since frequency scaling is done
with a formula. Therefore, the FIR filter uses about twice as much memory
as the Gaussian or Butterworth filters.

Centering is needed for the Gaussian and Butterworth filters since the
scaling formulas are based on frequency magnitude increasing from the
center of the image.

Butterworth 2D and 3D filters

The following are the formulas for the Butterworth 2D and 3D filters,
respectively.

2 2 2 2
distsq = (x —xcenter) /(xcenter) + (y—ycenter) /(ycenter)

2 2 2 2
distsq = (x—xcenter) /(xcenter )+ (y—ycenter) /(ycenter) +

2 2
(z—zcenter) /(zcenter)

The real data is the product of the real data and the coefficient. The
imaginary data is the product of the imaginary data and the coefficient.

Butterworth low-pass, high-pass, band-pass,
and band-stop filters

The following are the equations for the Butterworth low-pass, high-pass,
band-pass, and band-stop filters.
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Butterworth low-pass filter

1.0

. 2 - butterworthorder
10+ (dlstsq)

(1)

coefficient =

High-pass filter

1.0
Lo ( (11) )2 - butterworthorder

coefficient =

distsq

Band-pass filter
width = f2—fl,centersq = f1 - 2

. 2.0butterworthorder
num = (distsq — centersq)

coeff = num
. 2 - butterworthorder
(num + (distsq — centersq) )

Band-stop filter
width = f2—fl,centersq = f1-f2

2 - butterworthorder

num = (Jdistsq - width)

coeff = num

2 - butt thord
(num + (Jdistsq - width) uitenwortiior eV)

Gaussian low- and high-pass filters

The following equations are for the Gaussian low- and high-pass filters.
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Gaussian low-pass (2D) filter

coeffientforgaussianhighpass = 1 —gaussianlowpass
Gaussian low-pass (3D) filter

o —(x—xcenter)z/(ijxcenterz) —(y—ycenter)z/(ZﬂzycenterZ)
coefficient = e -e .

e—(z— zcenter)z/ (211 2zcenterz)

Note: The routine bessjl for determining a bessel function of the first kind and
first order is taken from “Numerical Recipes in C.”

IMAGE TYPES

You cannot apply a forward FFT to complex data. However, you can apply
the frequency filter or perform an inverse FFT on conjugate, symmetric, and
complex data. You cannot apply this algorithm to Alpha Red Green Blue
(ARGB) datasets, but you can apply it to other gray-scale 2D and 3D images.

SPECIAL NOTES

By default, the resultant image is a float-type image. Intermediate fourier
transform images and filtered fourier transform images obtained in FFT are
complex images.
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REFERENCES

Refer to the following references for more information about this algorithm:

Nasir. Ahmed, Discrete-Time Signals and Systems (Reston, Virginia: Reston Publication
Company, 1983), pp. 243—258.

Raphael C. Gonzalez and Richard E. Woods. Digital Image Processing (Boston: Addison-
Wesley, 1992), pp. 201-213, 244.

Jae S. Lim and Joe S. Lim, Two-Dimensional Signal and Image Processing (Upper Saddle
River, New Jersey: Prentice-Hall PTR, 1990), pp. 57—58, 195—213.

William H. Press, Brian P. Flannery, Saul A. Teukolsky, and William T. Vetterling,

"Numerical Recipes in C," The Art of Scientific Computing, Second Edition (Cambridge,
Massachusetts: Cambridge University Press, p. 1993), pp. 233, 521—-525.

Applying the FFT algorithm

Generally, when an image is filtered in the frequency domain, you use the
following three-step process:

1 Apply Forward FFT. In this first step, the spatial image is converted to a
complex fourier transform image.

2 Apply Frequency Filter: Next, you can enhance and attenuate selected
frequency components by multiplying the fourier transform image by
the low-pass, high-pass, band-pass, or band-stop filters.

3 Apply Inverse FFT: Finally, you can perform an inverse fast fourier
transform to reconvert the image to the spatial domain.

You can use the FFT algorithm to perform one or all of these steps.
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STEP 1: CONVERTING DATASET FROM
SPATIAL TO FOURIER DOMAIN USING
THE FORWARD FFT COMMAND

To convert the dataset from the spatial to fourier domain, complete the
following steps:

1 In the Default Image window, open a dataset that is displayed in the
spatial domain.

2 In the MIPAV window, select Algorithm > FFT. The FFT dialog box
opens (Figure 13).

3 Select the destination.

4 By default, the forward FFT is selected. (The frequency filter and inverse
FFT methods cannot be applied to real spatial datasets.)

5 Select the filter construction method. If you select the Butterworth filter,
enter the order.

¢ FIR: Click Windowed finite impulse response. Enter the kernel
diameter, which must be an odd number that is greater than or
equal to 3. To save memory at the expense of zeroing edge pixels,
select or clear image cropping.

e Gaussian: Click Gaussian filter.

¢ Butterworth: Click Butterworth filter, and then enter the order of
the Butterworth filter.

6 Having selected the filter construction method, you can choose to apply
the following options:

e Ifyou select Display log magnitude, the log1o [1 + square root (real
part**2 + imaginary part**2)] is shown. If the Display log
magnitude is clear, square root (real part**2 + imaginary part**2) is
shown.

e Ifyourimage has unequal dimensions, you can select Allow unequal
FFT dimensions to allow unequal FFT dimensions. If you want the
FFT to equalize the dimensions to produce a symmetrical image,
clear the check box.

e If you selected the FIR filter, you can crop the image to save
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memory. Enter an odd number for the convolution kernel diameter.
The number must be odd so there is symmetry around a center
point.

7 Click OK to perform the forward FFT. MIPAV applies the FFT
algorithm. When complete, the fourier transform of the image appears.

STEP 2: ENHANCING AND ATTENUATING
FREQUENCY COMPONENTS USING FREQUENCY
FILTER

To apply the frequency option to enhance and attenuate frequency
components, complete the following steps:

1 Select the fourier transform of a spatial image. The image appears in a
default image window.

2 In the MIPAV window, select Algorithms > FFT. The FFT dialog box
(Figure 13) opens.

3 Select the destination.

4 Select Frequency Filter.

5 Click, if desired, the check box to display the log magnitude.
6 Select one of the following filter specifications:

¢ Lowpass: Type the value of the frequency. The value must be
greater than 0.0, but less than or equal to 1.0. where 0.0 is the zero
frequency and 1.0 is the absolute value of the frequency at the end of
a centered fourier dimension.

e Highpass: Enter the value of the frequency. The value must be
greater than 0.0, but less than or equal to 1.0. 0.0 is the zero
frequency, 1.0 is the absolute value of the frequency at the end of a
centered fourier dimension.

e Bandpass: Type the values of the frequencies F1 and F2, with F2
greater than F1. The value must be greater than 0.0, but less than or
equal to 1.0 where 0.0 is the zero frequency and 1.0 is the absolute
value of the frequency at the end of a centered fourier dimension.

¢ Bandstop: Enter the values of the frequencies F1 and F2, with F2
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greater than F1. The value must be greater than 0.0, but less than or
equal to 1.0 where 0.0 is the zero frequency and 1.0 is the absolute
value of the frequency at the end of a centered fourier dimension.

7 When complete, click OK. MIPAV applies the FFT algorithm. When
complete, the fourier transform of the image appears.

Process each
slice
independently
(2.5D)

Filters each slice of the
dataset independently of
adjacent slices.

s =
SOFFT

Display log
maghnitude

Options
[C] Process each slie independently (2.5D).
[_] Display log magnituds

Displays 1 plus the
magnitude of the FFT.

Allow unequal
FFT dimensions

Allows the image to have

. ) . [C] &7l uneeual FFT dirensions
unequal dimensions. If this i

option is not selected, FFT
makes the dimensions

[ Filter construction methods

8 Windowed finite rapulse response

equal, which may result in
more memory usage during
processing.

[¥] Crop image to save memory

Corrrolution kermel distneter - odd |15

() Graussian filter

Windowed Constructs an ideal filter
finite impulse kernel and a Hamming Gl
response window kernel in the spatial .
domain and multiplies them. Destination OFFT
The resultant kernel is a _
circle or sphere of odd ® New irage ® forward FFT
diameter with its center at '
(kernel diameter -1)/2 in () Replace image
every dimension. -
Filier specifications -
Crop image to Saves memory by assigning
save memory the edge pixels of the image
a value of zero.
Convolution Limits the diameter of the
kernel convolution kernel to the
diameter-odd size that you specify.
0K | ‘ Cancel ‘ | Help

Gaussian filter

Applies the Gaussian filter to the image. The Gaussian filters only low-pass and
high-pass filters are available.

Butterworth
filter

Applies the Butterworth filter, which has a maximally flat response in its
passband. The passband is the range of frequencies that pass with a minimum
of attenuation through an electronic filter.

Figure 13. FFT dialog box
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Order

Displays the order of the Butterworth filter.

New image

Places the result of the algorithm in a new image window.

Replace image

Replaces the current active image with the results of the algorithm.

Forward FFT

Converts spatial image to a complex fourier transform image.

Frequency filter

Enhances or attenuates selected frequency components by multiplying the
fourier transform image by the low-pass, high-pass, band-pass, or band-stop
filters.

Lowpass Suppresses frequencies above a specified threshold. Frequencies below the
threshold are transmitted.

Highpass Suppresses frequencies below a specified threshold. Frequencies above the
threshold are transmitted.

Bandpass Suppresses all frequencies except those in a specified band.

Bandstop Suppresses a band of frequencies from being transmitted through the filter.
Frequencies above and below the band are transmitted.

OK Applies the FFT algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this dialog box.

Figure 13. FFT dialog box (continued)

OPTIONAL STEP: ATTENUATING FREQUENCY
COMPONENTS USING THE PAINT TOOL

With the Paint tool you can attenuate frequency components to values
whose magnitude is 1,000 times the minimum floating point value. The
values are not simply attenuated to zero because this would result in the
phase information being lost and cause phase discontinuities in the image.
Frequency components whose magnitudes are less than or equal to 1,000
times the minimum floating point value are unaffected by the paint tool. To
do this, complete the following steps:

1 Display the paint toolbar if it is not already visible. To do this, in the
MIPAV window, select Toolsbar > Paint toolbar. The paint toolbar
appears.

2 Select ¢ Paint Brush to select the paint brush.
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3 Select the size of the paint brush tip. Choose one of the following:
. J Small Tip—To select a tip that is one pixel in size.

o j Medium Tip—To select a tip that is 16 pixels (4 x 4 square) in
size.

o m| Large Tip—To select a tip that is 100 pixels (10 x 10 square) in
size. As you draw, you can select one pixel at a time or drag to draw
paint strokes on the image.

As you draw, you can select one pixel at a time or drag to draw paint
strokes on the image.

Note: In painting complex images, the complex image is assumed to have been
generated from real data. x(n1,n2) real <- > X(k1,k2) = X*(-k1,-k2) for 2D and
x(n1,n2,n3) real <-> X(k1,k2,k3) = X*(-k1,-k2,-k3). Thus, real data yields a
conjugate symmetric fourier transform. Therefore, when one pixel is painted in a
complex image, its conjugate symmetric pixel is also painted. As you draw in 2D,
the paint also appears on the opposite side of the image. As you draw in 3D, the
paint also appears on the opposite side of the image on another slice. This
mirroring technique ensures that, when the inverse fourier transform is applied
to the frequency image, the spatial image that results is purely real.

4 When finished, to return to normal mode, click % Normal Mode.

5 You can erase the paint from the image's paint layer by completing the
following steps. You can either erase all paint from the image or erase
paint from a specific conjugate symmetric area.

To erase all paint in the image, click & Global Erase.

To erase space from a specific area, complete the following steps:

e Click Erase.

o Select the size of the eraser tip. Click J Small Tip to select a tip
that is 1 pixel in size. Click j Medium Tip to select a tip that is 16

pixels (4 x 4 square) in size. Click ﬂ Large Tip to select a tip that is
100 pixels (10 x 10 square) in size.

e Use the mouse to begin erasing. You can select one pixel at a time or
drag the mouse. If desired, use the magnification buttons to magnify
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WL RBLY.
the image.
e When finished, to return to normal mode, click % Normal Mode.
6 Click Commit to commit the changes (copy them permanently to an
image).
STEP 3: RECONVERTING THE IMAGE TO THE
SPATIAL DOMAIN
To reconvert the image to the spatial domain, complete the following steps:
1 Select the fourier transform of a spatial image. The image appears in a
default image window.
2 In the MIPAV window, select Algorithms > FFT. The FFT dialog box
(Figure 13) opens.
3 Select the destination.
4 Select Inverse FFT.
5 If desired, click Display log magnitude.
6 Click OK. When complete processing is complete, the image appears in
the spatial domain.
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Filters (Spatial): Adaptive Noise Reduction

This algorithm reduces noise without blurring the edges by replacing a pixel
value with a weighted sum of all local pixels reached by following a path
with small pixel intensity values between neighboring pixels.

Background

The Adaptive Noise Reduction algorithm is a port to Adaptive Noise
Removal Filter, a software program. This program first transforms RGB
color space into YCrCb color space. When the filtering is complete, it then
transforms the YCrCb color space into RGB color space. Hence, all of the
color operations occur in YCrCb space. However, the program does not
transform black-and-white images into another space.

In “Frequently Asked Questions About Color,” Charles Poynton reveals that
the RGB-to-YCrCb and YCrCb-to-RGB conversion equations used in
Adaptive Noise Removal Filter differ significantly from standard ones. First,
the program creates an edge graph or pixel neighbor graph using a weakly
median-filtered version of the YCrCb space. A weakly median-filter version
means that median filtering only occurs if the pixel is not on an edge in Y,
Cr, or Cb space. The edge graph is an array of arrays with the first array
having a length equal to the number of pixels in the image and the second
array having eight edge weights. The eight edge weights are calculated from
the intensity differences between the center pixel and one of the eight
neighboring pixels:

E = A/((deY)Z + (dRWR)> + (dBwB))

where E is the edge weight; dY, dR, and dB are the Y, Cr, and Cb differences;
and wY, wR, and wB are the Y, Cr, and Cb weights derived from the Y, Cr,
and Cb radiuses. A bigger relative radius results in a smaller weight for
radiuses >= 0.1, which is typically the case.

After the edge graph is created, the program filters the Y, Cr, and Cb spaces
separately. It uses the selected pixel as the center of a square with L = 2R +
1 where L = sides of length, R = range, and range = (int)(radius + 0.999).
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The enhancePixel function returns the filtered pixel value at every pixel in
the image. If neighboring pixels are connected to the center pixel via a low-
cost path, queue elements corresponding to these neighboring pixels are
added to the priority queue. If no queue element is retrieved from the
queue, then the original pixel value is passed unchanged. If elements are
retrieved from the queue, then those Y, Cr, or Cb pixel values that retrieved
queue elements are put into a weighted sum. The weight is derived from an
index into the filter array given by the queue element key times the
invFilterLen. The filter array is generated with a Gaussian function.

Each queue element has a value, a baseKey, and a key. The value gives the

location within the local (2R +1)(2R + 1) local square where R = range. The
baseKey has a sum of the edgeGraph values over the low-cost path from the
center pixel to the selected pixel, and key is equal to the sum of baseKey and
the distMap value for the selected pixel. The distMap value at a given
position inside the local square is equal to the edge preservation strength
times the distance from the center pixel. A key is only added to the queue if
key < maxDistance:

M = (int)(Rd(S + 512))

where M = maxDistance, Rd = radius, and S = edge preservation strength.

The priority queue is implemented as a binary heap and the binary heap is
implemented as an array. A binary heap is a nearly full binary tree (only the
bottom level may not be complete). This binary heap has the property that
for every node other than a leaf, its key value is less than or equal to that of
its children. In a binary heap the item of highest priority is always at the
root of the tree or at node 0. When the highest priority item at the root is
removed, the item of highest priority among the remainder moves into the
root position. The children of node 7 are at 2i + 1 and 2i +2 . The parent of

node i is at (int)(i;zl) :

The filter radius can be separately adjusted for each Y, Cr, and Cb channel
for color images. For black-and-white images only, the Y filter radius can be
adjusted. A larger radius removes more noise but loses more detail.
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(A) Source image (B} Image after algorithm applied

Figure 14. Adaptive Noise Reduction processing

The edge preservation strength can be adjusted. Larger values preserve
more edges but sacrifice smoothness in low-contrast areas. Very large
values may cause banding.

To speed the filtering on color images, you can select the Filter Cr and Cb at
halved dimensions check box. When run, the algorithm shrinks the Cr and
Cb spaces by a factor of 2, generates an edge table for the shrunken space,
filters the image, and then expands the filtered Cr and Cb spaces to their
original dimensions. Although the algorithm runs faster, it also loses some
details.

The New image option causes MIPAV to place the resulting image in a new
image window. The Replace image option causes MIPAV to place the
changed image in the same window.

IMAGE TYPES

You can apply this algorithm to both color and black-and-white 2D images.

SPECIAL NOTES

None.
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REFERENCES
Refer to the following references for more information:

Karlis Freivalds, “Adaptive Noise Removal Filter,” a software program, University of Latvia,
Institute of Mathematics and Computer Science, at http://www.gradetools.com/karlisf.

Charles Poynton, “Frequently Asked Questions About Color,” at http://www.poynton.com.

Applying the Adaptive Noise Reduction algorithm

To run this algorithm, complete the following steps:
1 Open an image.

2 Perform, as an option, any image processing, such as improving the
contrast, on the image.

3 Select Algorithms > Filters (spatial) > Adaptive noise reduction. The
Adaptive Noise Reduction dialog box opens.

4 Complete the information in the dialog box.
5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. A series of status messages
appear in the window.

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithm was applied.
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MIPAYV
Y radius Specifies the local square used
for Y space filtering, which is
approximately 5 adaptive Noise Reduction x|
(2YRadius + 1)(2YRadius + 1) [ Parameters i
in size. ¥ radius 20
As the radius increases, the Cr radius 40
algorithm removes more noise, .
but loses more detail. The b CIE—
default value is 2.0. Edlge preservation strength 30720
Cr radius Specifies the local square used [ Filter Cirand Cla at halved dimensions
for Cr space filtering (only T
available for color), which is sy
approximately in size. ® New image
(2CrRadius + 1)(2CrRadius + 1) ) Replace irmage
As the radius increases, the | |
algorithm removes more noise, LS ‘ Swuek ‘ o]
but loses more detail. The
default value is 4.0.
Cb radius Specifies the local square used for Cb space filtering, which is approximately
(2CbRadius + 1)(2CbRadius + 1)  in size. As the radius increases, the
algorithm removes more noise but loses more detail. The default value is 5.0.
Edge Specifies a value for preserving edges. Larger values preserve more edges but
preservation sacrifice smoothness in low-contrast areas. Very large values may cause banding.
SUERoth For color images, the default value is 3072.0. For black-and-white images, the
12.0
default value is (257)) (IMx—1IMn)  where IMx is image maximum and IMn is
image minimum.
Filter Cr and Causes the algorithm to run faster but with some loss of detail. For color images,
Cb at halved the default value is enabled; for other images, the default value is disabled.
dimensions
New image Shows the results of the algorithm in a new image window.
Replace image Replaces the original source image with the results of the algorithm.
OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.

Figure 15. Adaptive Noise Reduction dialog box
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Filters (Spatial): Adaptive Path Smooth

Background

By replacing a pixel value with a weighted sum of the local pixels on the low-
cost path, this algorithm reduces noise without blurring edges. It
determines the weighted sum by following the path from the lowest-cost
pixel at the edge of a local neighborhood back to the original pixel.

MIPAYV uses a modified port of image noise removal software by Karlis
Freivalds for this algorithm. Freivalds’ program starts by transforming
RGB color space into YCrCb color space. After filtering is complete, the
program then transforms the YCrCb color space back into RGB color space.
Hence, all of the color operations occur in YCrCb space.

“Frequently Asked Questions about Color” by Charles Poynton reveals that
the RGB-to-YCrCb and YCrCb-to-RGB conversion equations used in
Freivalds’ program differ significantly from the standard ones. Grayscale
images are not transformed into another space.

In the original program as ported in the Adaptive Noise Reduction
algorithm, the weighted sum was applied to all pixels in the (2 x range + 1) by
(2 x range + 1) local square where range = (int)(radius + 0.999). The
program finds the lowest-cost pixel at the edge of the (2 x range + 1) by

(2 x range + 1) local neighborhood. That pixel and the pixels along the low-
cost path back to the original center pixel are the only pixels used in the
weighted sum.

First, the program creates an edge graph or pixel neighbor graph. The 2D
edge graph is an array of arrays with the first array having a length equal to
the number of pixels in the image and the second array having eight edge
weights. The eight edge weights are calculated from the intensity differences
between the center pixel and one of the eight neighboring pixels.
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In 2D and 2.5D images, the edge graph encompasses the entire image. In
3D with 26 nearest neighbors, an edge graph of size

(2 xrange + 1) x (2 xrange + 1) x (2 x range + 1) x 26

is separately created for every voxel in the image to conserve memory.

For color images:

EW = A/(dy X wy)2 + (dr x wr)2 + (dB % wB)2

where

EW = edge weight
dY, dR, and dB =Y, Cr, and Cb differences

wY, wR, and wB =Y, Cr, and Cb weights derived from the Y, Cr, and
Cb radiuses

A bigger relative radius results in a smaller weight for radiuses >= 0.1,
which should typically be the case. For grayscale images, edge weights are
simply the absolute values of the differences between two pixels.

After the edge graph is created, the Y, Cr, and Cb spaces are separately
filtered. The filter uses the selected pixel as the center of a square with sides
of length = 2 x range + 1.

The function enhancePixel returns the filtered pixel value at every pixel in
the image. If neighboring pixels are connected to the center pixel via a low-
cost path, queue elements corresponding to these neighboring pixels are
added to the priority queue. If no queue element is retrieved from the
queue, then the original pixel value is passed unchanged. If elements are
retrieved from the queue, then those Y, Cr, or Cb pixel values that retrieved
queue elements in the path from the low-cost edge pixel to the center pixel
are put into a weighted sum. The weight, derived from the distMap array, is
simply the Gaussian function of the distance from the center pixel.
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Each queue element has a value, a key, and an origin as indicated in the
following;:

¢ value = the location within the local (2 x range + 1 )*(2 x range + 1 ) local
square

e key = sum of the edge graph values on the low-cost path from the
center pixel to the selected pixel

¢ origin = the value of the queue element that provides the neighboring
pixel on the low-cost path back to the center pixel with the center pixel
origin = -1

A key is only added to the queue if an edge weight is less than threshold.

The priority queue is implemented as a binary heap and the binary heap is
implemented as an array. A binary heap is a “nearly full” binary tree (only
the bottom level may not be complete). This binary heap has the property
that, for every node other than a leaf, its key value is less than or equal to
that of its children. In a binary heap, the item of highest priority is always at
the root of the tree or at node 0. When the highest priority item at the root is
removed, the item of highest priority among the remainder moves into the
root position. The children of node i are at 2 xi+ 1 and 2 xi+2 . The parent

of node iis at (;,,)(—1).
2
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(A) Image before algorithm applied (B) Image after algorithm applied

Figure 16. Example of adaptive path smooth processing

On the Adaptive Path Smooth dialog box for color images, you can
separately adjust the filter radius for each Y, Cr, and Cb channel for color
images. On the Adaptive Path Smooth dialog box for grayscale images, you
can only adjust a single radius.

Tip: A larger radius removes more noise from the image but loses more detail
from the image.

You can also adjust the threshold for both color and grayscale images.
Again, larger values preserve more edges but sacrifice smoothness in low-
contrast areas. In addition, banding may appear for very large values.
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For color images only, there is an option to filter Cr and Cb at halved
dimensions. If this option is selected, the Cr and Cb spaces are shrunk by a
factor of 2, an edge table is generated for the shrunken space, the filtering is
performed, and the filtered Cr and Cb spaces are expanded back up to their
original dimensions. The algorithm runs faster, but the image loses detail.

On both dialog boxes, if you choose New image, MIPAV then places the
resulting image in a new image window. Selecting the Replace image option
causes MIPAYV to place the changed image in the same window.

IMAGE TYPES

You can apply this algorithm to both color and grayscale 2D and 3D images.

SPECIAL NOTES

None.

REFERENCE

Refer to the following references for more information about this algorithm:

Image noise removal filter software by Karlis Freivalds at http://www.gradetools.com/
karlisf

Frequently Asked Questions About Color by Charles Poynton at http://
www.poynton.com/colorFAQ.html.

Applying the Adaptive Path Smooth algorithm
To run this algorithm, complete the following steps:
1 Open an image.

2 Select Algorithms > Filter(spatial) > Adaptive path smooth.
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neighbors of
low cost path

MIPAY
Depending on whether the image is grayscale or color, the Adaptive
Path Smooth dialog box for grayscale images (Figure 17) or the Adaptive
Path Smooth dialog box for color images opens. If the image is 3D, a
check box to process each slice independently appears (Figure 18).
3 Complete the information in the dialog box.
4 Click OK.
The algorithm begins to run, and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and
the results appear either in a new window or they replace the original
source image.
Radius The local square used is o ;
approximately (2 x Radius + 1) e =
times (2 x Radius + 1) in size. As the Farancicr
radius increases the algorithm Raius 20
removes more noise but loses more Threshold 124200005
details from the image. ;
[Z] Include neighbors of low cost path
The default value is 2.0. [Z] Process each shize independently (2.5D)
Threshold Larger values preserve more edges Destination
but sacrifice smoothness in low- ® Nowi
e mage
contrast areas. For very large )
values, banding may appear. ) Replce inage
The default value is 0.1 x (image 0K H Cancel H Help
maximum - image minimum).
Include Adds nearest neighbors of path pixels to the queue if they differ from the path

pixels by less than threshold. However, the nearest neighbor weight is only half
that of a path pixel. The default value is not selected.

Process each
slice
independently

Filters each slice of the dataset independently of adjacent slices. The default
value is not selected. (This check box only appears for 3D images.)

New image

Shows the results of the algorithm in a new image window (default choice).

Replace image

Replaces the current active image with the new image produced by the algorithm.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes this dialog
box.

Help Displays online help for this dialog box.

Figure 17. Adaptive Path Smooth dialog box for grayscale images
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neighbors of
low cost path

MIPAYV
Y radius The local square used for Y space is
approximately (2 x YRadius + 1) X
times (2 x YRadius + 1) in size. As Parameters
the radius increases the algorithm T o
removes more noise but loses more
details from the image. The default Cr radius a0 |
value is 2.0. Cho rarkius 50
Threshold 255
Cr radius The local square used for Cr space _
filtering is approximately (2 x CrR + I sl st f o g
1) x (2 X CrR + 1) in size. As the [ Filter Cr and Ch at hakved dirensions
radius increases, the algorithm .
. [Z] Process each slice independertly (2 50
removes more noise but loses more
details from the image. The default Destination
value is 4.0. s
v lnage
Cb radius The local square used for Cb space O Eigghoes e 9
filtering is approximately (2 x CbR +
1) x (2 x CbR + 1) in size. As the OK H Cancel H Help
radius increases, the algorithm
removes more noise but loses more
detail from the image. The default
value is 5.0.
Threshold Larger values preserve more edges but sacrifice smoothness in low-contrast
areas. For very large values, banding may appear. The default value is 0.1 x (max
(red max, green max, blue max) - min(red min, green min, blue min)).
Include Adds nearest neighbors of path pixels to the queue if they differ from the path

pixels by less than threshold. However, the nearest neighbor weight is only half
that of a path pixel. The default value is not selected.

Filter Cr and
Cb at halved
dimensions

When this option is selected, the algorithm runs faster but loses some detail. The
default value is not selected.

Process each
slide
independently

Filters each slice of the dataset independently of adjacent slices. The default value
is not selected. (This check box only appears for 3D images.)

New image

Shows the results of the algorithm in a new image window (default choice).

Replace Replaces the current active image with the new image produced by the algorithm.

image

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes this dialog
box.

Help Displays online help for this dialog box.

Figure 18. Adaptive Path Smooth dialog box for 3D color images
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Filters (Spatial): Anisotropic Diffusion

This algorithm anisotropically diffuses an image. That is, it blurs over
regions of an image where the gradient magnitude is relatively small
(homogenous regions) but diffuses little over areas of the image where the
gradient magnitude is large (i.e., edges). Therefore, objects are blurred, but
their edges are blurred by a lesser amount.

magnitude. In the figure, the original signal is noisy but two major peaks are still
visible. Applying the diffusion process to the original signal and using the
gradient magnitude to attenuate the diffusion process at places where the edge
is strong produces a signal in which the overall signal-to-noise ratio has
improved.

% Figure 1 illustrates the relationship between anisotropic diffusion and gradient

Diffused

Gradient
magnitude

Original

Figure 19. A 1D example of anisotropic diffusion

Note how the noise of the diffused signal is removed while only blurring the edge
a small amount. The diffusion at the edge of the signals is attenuated by using a
function of the gradient magnitude.
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Background

The following is the anisotropic diffusion equation:
. LY b Y 2
It = div(c@xHVI) =c@xHV [+ VceV]

I(3:0) = 1(%)

_(Ilvklll)z

cxp)=e or

1

2
()

c(X,t) =

where c(x,) isthe variable conductance term. Typically, a function of the

2
gradient magnitude V/l |if ¢, is a constant, then I, = c¢V'I whichis

the isotropic heat diffusion equation (Gaussian blurring).

In simple terms, the image I at some time t is given by the diffusion of the
image where conductance term limits the diffusion process. This program
uses a conductance term calculated by dividing a constant (k) divided by the
square root of the sum of the squares of the normalized first order
derivatives of the Gaussian function as an approximate gradient function.
Figure 20 shows the result of applying this technique. The image on the left
is a CT image before processing. The image on the right of it was diffused.
Note the image was diffused within object boundary but to a much lesser
amount near the boundaries of the objects.
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IMAGE TYPES

You can apply this algorithm just to gray-scale images.

(A) Image before Anisotropic (B) Image after Anisotropic
Diffusion algorithm applied Diffusion algerithm applied

Figure 20. An image before and after applying the Anisotropic
Diffusion algorithm

SPECIAL NOTES

Refer to the section on Filters (Spatial): Nonlinear Noise Reduction.

REFERENCES
Refer to the following references for more information:

P. Perona and J. Malik. “Scale-Space and Edge Detection Using Anisotropic Diffusion,” IEEE
Trans. Pattern Analysis and Machine Intelligence, 12(7):629-639, July 1990.

Bart M. Ter Romeney, ed. Geometry-Driven Diffusion in Computer Vision. (Dordrecht, The
Netherlands: Kluwer Academic Publishers, 1994).
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Applying the Anisotropic Diffusion algorithm

To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any image processing, such as improving the
contrast, eliminating noise, etc., on the image.

3 Select Algorithms > Filters (spatial) > Anisotropic Diffusion. The
Anisotropic Diffusion dialog box (Figure 21) opens.

4 Complete the information in the dialog box.

Note: Diffusing an image is a lengthy process. Give some consideration to the
values you type into the Iterations and k boxes. The higher the number of
iterations slows processing speed as does a small k value.

5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. The following message
appears: “Diffusing image.”

When the algorithm finishes running, the pop-up window closes.
Depending on whether you selected New image or Replace image, the

results appear in a new window or replace the image to which the
algorithm was applied.
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X dimension
(0.5 - 5.0)*

Indicates the standard deviation
(SD) of Gaussian in the X
direction.

Y dimension
(0.5 - 5.0)*

[ Scale of the Gaussian
¥ Dirension (0.5 - 5.00 10

Indicates the SD of Gaussian in
the Y direction.

Z dimension
(0.5 - 5.0)%*

¥ Dirrension (0.5 - 5.0} 1.0
Z Dirnension (0.5 - 5.0) 10

Indicates the SD of Gaussian in
the Z direction.

Use image
resolutions to
normalize Z
scale

~Resolution options-
Normalizes the Gaussian to
compensate for the difference if
the voxel resolution is less
between slices than the voxel
resolution in-plane. This option is

[¥] Tz image resolutions to normalize Z scale.
Conected scals = 0625
[C] Process each slice independently (2.5D).

selected by default. [Algorithm parameters

Tterations (1-10000) 100
Process each Blurs each slice of the dataset KOk = 1 slows diifusion s |15
slice independently. :
independently ~Destination | [ Process
(2.5D) @ Mew irage |8 Whols iage
Iterations Specifies the number of times the __D Replace image D Vi1 region(s)
(1-1000) process is run.

OK | ‘ Cancel ‘ | Help

k (k > 1 slows
diffusion)

Specifies the constant used to control the blurring rate. A small value slows the
diffusion process (especially across edges) per iteration. A large value speeds
the diffusion process but also allows for diffusion (blurring across edges); it also
makes this function act similar to Gaussian blurring. See equation above.

New image

Shows the results of the algorithm in a new image window.

Replace image

Replaces the current active image with the results of the algorithm.

Whole image

Applies the algorithm to the whole image.

VOI regions

Applies the algorithm to the volumes (regions) delineated by the VOISs.

OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.

*An SD greater than 1 attenuates small scale edges typically caused by noise, but reduces edge accuracy.

Figure 21. Anisotropic Diffusion dialog box
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Filters (Spatial): Coherence-Enhancing Diffusion

Coherence-enhancing filtering is useful for filtering relatively thin, linear
structures such as blood vessels, elongated cells, and muscle fibers.
Coherence-enhancing filtering is a specific technique within the general
classification of diffusion filtering. Diffusion filtering, which models the
diffusion process, is an iterative approach of spatial filtering in which image
intensities in a local neighborhood are utilized to compute new intensity
values.

Two major advantages of diffusion filtering over many other spatial domain
filtering algorithms are:

e A priori image information can be incorporated into the filtering
process

e The iterative nature of diffusion filtering allows for fine grain control
over the amount of filtering performed

There is not a consistent naming convention in the literature to identify
different types of diffusion filters. This documentation follows the approach
used by Weickert (see “References” on page 96). Specifically, since the
diffusion process relates a concentration gradient with a flux, isotropic
diffusion means that these quantities are parallel. Regularized means that
the image is filtered prior to computing the derivatives required during the
diffusion process. In linear diffusion the filter coefficients remain constant
throughout the image, while nonlinear diffusion means the filter
coefficients change in response to differential structures within the image.
Coherence-enhancing filtering is a regularized nonlinear diffusion that
attempts to smooth the image in the direction of nearby voxels with similar
intensity values.
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Background

All diffusion filters attempt to determine the image /(x,y) that solves the
well-known diffusion equation, which is a second-order partial differential
defined as

0,1 = div(DVI)

where

0,1 =The time derivative of the image

div=The divergence operator

D =The diffusion tensor (which may be a scalar value)

VI —The gradient of the image

The quantity that distinguishes different diffusion filters is primarily the
diffusion tensor also called the diffusivity.

In homogeneous linear diffusion filtering, the diffusivity, D, is set to 1 and
the diffusion equation becomes:

0l=0_1+0 1
t XX yy

In isotropic nonlinear diffusion filtering, the diffusivity term is a
monotonically decreasing scalar function of the gradient magnitude
squared, which encapsulates edge contrast information. In this case, the
diffusion equation becomes:

0,1 = div(D(VI)VD)

It is well known that derivative operations performed on a discrete grid are
an ill-posed problem, meaning derivatives are overly sensitive to noise. To
convert derivative operations into a well-posed problem, the image is low-
pass filtered or smoothed prior to computing the derivative. Regularized
isotropic (nonlinear) diffusion filtering is formulated the same as the
isotropic nonlinear diffusion detailed above; however, the image is
smoothed prior to computing the gradient. The diffusion equation is
modified slightly to indicate regularization by including a standard
deviation term in the image gradient as shown in the following equation:

MIPAV User’s Guide, Volume 2, Algorithms 93

8/31/07



aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Coherence-Enhancing Diffusion

6t1 = div(D(‘VIG‘z) Vlg)

The smoothing to regularize the image is implemented as a convolution
over the image and therefore this filtering operation is linear. Since
differentiation is also a linear operation, the order of smoothing and
differentiation can be switched, which means the derivative of the
convolution kernel can be computed and convolved with the image resulting
in a well-posed measure of the image derivative.

In edge-enhancing anisotropic diffusion, the diffusivity function allows
more smoothing parallel to image edges and less smoothing perpendicular
to these edges. This variable direction smoothing means that the flux and
gradient vectors no longer remaining parallel throughout the image, hence
the inclusion of the term anisotropic in the filter name. Directional
diffusion requires that the diffusivity function provide more information
than a simple scalar value representing the edge contrast. Therefore, the
diffusivity function generates a matrix tensor that includes directional
information about underlying edges. We refer to a tensor-valued diffusivity
function as a diffusivity tensor. In edge-enhancing anisotropic diffusion,
the diffusivity tensor is written as the following;:

D(VI) = D(VIGVIQ

Directional information is included by constructing an orthonormal system
of eigenvectors Vs Vg eV, of the diffusivity tensor so that 2 | ‘VIG and

Vo LV, .V LVI_.
Coherence-enhancing anisotropic diffusion is an extension of edge-
enhancing anisotropic diffusion that is specifically tailored to enhance line-
like image structures by integrating orientation information. The diffusivity
tensor in this case becomes:

D(VI ) = D(K ®VI v17>
c p c o
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In this diffusivity tensor, K 0 is a Gaussian kernel of standard deviation p,

which is convolved ( @) with each individual component of the VIGVI(];

matrix. Directional information is provided by solving the eigensystem of
the diffusivity tensor without requiring v, ‘ |VIG and v, LVI_, ...V LVI_.

Figure 23 shows the results of applying the coherence-enhancing
anisotropic diffusion filter to an example MR knee image.

Figure 22. Example of coherence-enhancing diffusion

IMAGE TYPES

You can apply this algorithm to all data types except complex and to 2D,
2.5D, and 3D images.

SPECIAL NOTES

The resulting image is, by default, a float image.
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REFERENCES

Refer to the following references for more information about diffusion
filtering in general and this algorithm in particular.

Weickert, Joachim. “Nonlinear Diffusion Filtering,” in Handbook of Computer Vision and
Applications, Volume 2, eds. Bernd Jahne, Horst Haussecker, and Peter Geissler. (Academic
Press, April 1999), 423—450.

Weickert, Joachim. Anisotropic Diffusion in Image Processing (Stuttgart, Germany:
Teubner, 1998).

Applying the Coherence-Enhancing Diffusion algorithm

To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Coherence-Enhancing Diffusion. The
Coherence-Enhancing Diffusion dialog box opens (Figure 23).

Number of Specifies the number of iterations, or
iterations number of times, to apply the algorithm
to the image. Coherence-Enhancing Diffusion
- Parameters
Diffusitivity Specifies a factor that controls the .
denominator diffusion elongation. beelients L
Diffueitraty denoranator 00010
Derivative Specifies the standard deviation of the -
scale space Gaussian kernel that is used for FeHb BE
regularizing the derivative operations. R 20

Gaussian
scale space

Specifies the standard deviation of the [¥] Proess each slice separately
Gaussian filter applied to the individual

components of the diffusivity tensor. OK

‘ ‘ Cancel ‘ ‘ Help

Process each
slice

Applies the algorithm to each slice
individually. By default, this option is

separately selected.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this dialog box.

Figure 23. Coherence Enhancing Diffusion dialog box

2 Complete the fields in the dialog box.
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MIPAYV
3 When complete, click OK.
The algorithm begins to run, and a status window appears. When the
algorithm finishes, the resulting image appears in a new image window.
AT0 33175 3 17% (=13
Coherence-Enhancing Diffusion ...
| 1794
Canrel
Figure 24. Status message that appear when the Coherence-Enhancing
Diffusion algorithm is running
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Filters (Spatial): Gaussian Blur

This algorithm blurs an image or the VOI of the image with a Gaussian
function at a user-defined scale sigma (standard deviation [SD]). In
essence, convolving a Gaussian function produces a similar result to
applying a low-pass or smoothing filter. A low-pass filter attenuates high-
frequency components of the image (i.e., edges) and passes low-frequency
components. This results in the blurring of the image. Smoothing filters are
typically used for noise reduction and for blurring. The standard deviation
of the Gaussian function controls the amount of blurring. A large standard
deviation (i.e., > 2) significantly blurs, while a small standard deviation (i.e.,
0.5) blurs less. If the objective is to achieve noise reduction, a rank filter
(median) might be more useful in some circumstances.

Advantages to convolving the Gaussian function to blur an image include:

e Structure is not added to the image.

e It, as well as the Fourier Transform of the Gaussian, can be analytically
calculated.

e By varying the SD, a Gaussian scale space can easily be constructed.

Background

The radially symmetric Gaussian, in an n-dimensional space, is:
GG, 0) = — e (2-3)/(262)
n/2
(27o)

EQUATION 1
where o (referred to as the scale), is the standard deviation of the Gaussian
and is a free parameter that describes the width of the operator (and thus
the degree of blurring) and n indicates the number of dimensions.

Geometric measurements of images can be obtained by spatially convolving
(shift-invariant and linear operation) a Gaussian neighborhood operator
with an image, I, where 7- %2n — R represents an n-dimensional image. The
convolution process produces a weighted average of a local neighborhood
where the width of the neighborhood is a function of the scale of the
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Gaussian operator. The scale of the Gaussian controls the resolution of the
resultant image and thus the size of the structures that can be measured. A
scale-space for an image /(x) of increasingly blurred images can be defined

by Linx R +—> % and L(,0) = G(%,0) ® I(*) where @ represents convolution.

The following is the calculation of the full-width half max (FWHM) of the
Gaussian function.

1.18c = x

Figure 26 shows the Gaussian function. The dotted lines indicate the
standard deviation of 1. The FWHM is indicated by the solid lines. For a

Gaussian with a standard deviation equal to 1 (o =1), the FWHM is 2.36.

MIPAV User’s Guide, Volume 2, Algorithms 99
8/31/07



Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Gaussian Blur

MIPAY
Figure 25. Gaussian Blur algorithm processing
Figure 25 shows a Gaussian scale-space of the sagittal view of a MR head
image. The original image is shown in the upper left (¢ = 1). Varying
from 0.5 to 5.5 in steps of 0.5 blurs the other images (from left to right and
top to bottom).
MIPAV User’s Guide, Volume 2, Algorithms 100

8/31/07



Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Gaussian Blur

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

0 =1 then FWHM = 2(1.18)

Figure 26. Gaussian function

Note that as the scale increases, small-scale features are suppressed. For
example, at small scales the individual folds of the brain are quite defined,
but, as the scale increases, these folds diffuse together resulting in the
formation of a region one might define as the brain.

IMAGE TYPES

You can apply this algorithm to all image data types except Complex and to
2D, 2.5D, 3D, and 4D images.

¢ By default, the resultant image is a float type image.

e By selecting Process each slide independently (2.5D) in the Gaussian
Blur dialog box, you can achieve 2.5D blurring (each slice of the
volume is blurred independently) of a 3D dataset (Figure 25).

SPECIAL NOTES

None.
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REFERENCES

See the following references for more information about this algorithm:

J. J. Koenderink, “The Structure of Images,” Biol Cybern 50:363—370, 1984.

J. J. Koenderink and A. J. van Doorn, “Receptive Field Families,” Biol Cybern 63:291—298,
1990.

Tony Lindeberg, “Linear Scale-Space I: Basic Theory,” Geometry-Driven Diffusion in
Computer Vision, Bart M. Ter Har Romeney, ed. (Dordrecht, The Netherlands: Kluwer
Academic Publishers, 1994), pp. 1-38.

R. A. Young, “The Gaussian Derivative Model for Machine Vision: Visual Cortex Simulation,”
Journal of the Optical Society of America, GMR-5323, 1986.

Applying the Gaussian Blur algorithm

To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Gaussian Blur. The Gaussian Blur dialog
box opens (Figure 27).

2 Complete the information in the dialog box.

3 Click OK.

The algorithm begins to run, and a pop-up window appears with the
status. The following message appears: “Blurring Image.”

When the algorithm finishes running, the pop-up window closes, and
the results appear in either a new window or replace the image to which
the algorithm was applied.
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X Dimension Indicates the standard

deviatiqn (Sp) of Gaussian in dGaussIan x|
the X direction. =

Scale of the Gaussian

Y Dimension Indicatgs th_e SD of Gaussian in ¥ Dirension (05- 500 |10
the Y direction.

¥ Dimension (0.5 - 500 |10

Z Dimension Indicates the SD of Gaussian in F Dimension (0.5- 500 (1.0

the Z direction.

Use image
resolutions to
normalize Z
scale

Normalizes the Gaussian to
compensate for the difference if
the voxel resolution is less
between slices than the voxel
resolution in-plane. This option
is selected by default.

Resolution options

[¥] Use iroage resclutions to nonvalize 7 seale.

Corrected scale = 0623
[_] Process each slice independently (2500,

Color channel selection
Process each Blurs each slice of the dataset
slice independently of adjacent
independently slices.
(2.5D)
Process red Applies the algorithm to the red Destination Blur
channel channel only.

(@) New itnage (%) Whole image
Process green Applies the algorithm to the Aerslloin VOl 1eci
channel green channel only. Ol e U regionis)
Process blue Applies the algorithm to the 0K Cancel Help
channel

blue channel only.

New image Shows the results of the algorithm in a new image window.

Replace
image

Replaces the current active image with the results of the algorithm.

Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this dialog box.

Figure 27. Gaussian Blur dialog box
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Filters (Spatial): Gradient Magnitude

Background

Edge detection is the identification of meaningful discontinuities in gray
level or color images. Edges are formed between two regions that have
differing intensity values. This algorithm calculates the gradient magnitude
of an image (or VOI of the image) using the first derivatives (Gx, Gy, and Gz
[3D]) of the Gaussian function at a user-defined scale sigma (standard
deviation, or SD) and convolving it with image. The convolution of the first
derivatives of the Gaussian with an image is a robust method of extracting
edge information. By varying the SD, a scale-space of edges can easily be
constructed.

Figure 28 shows the 1D signal of an object, the first derivative of the object,
and, last, the gradient magnitude (defined later). Note that the maximum
responses of the gradient magnitude result correspond to the edges of the
object.

Object

Original signal 3 | N

First derivative J\ :

Gradient magnitude _A_‘A\__

>

Figure 28. Edge detection using derivative operators

At location (x,y) of a 2D image, the gradient vector is:
ol

]x Ox
Vixy) = 117 s
y —_—

oy
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and points in the direction of the maximum rate of change of the image at
that point.
The gradient magnitude is defined as:
1/2
mag(VI) = [1)2( + Izy}
and is the maximum rate of increase of /(x,y) inthe direction of V7.
An efficient method of calculating the gradient magnitude is to analytically
calculate the first derivative of Gaussian and convolve it with the image. The
equation for this calculation follows:
_ 0
Ix(x’yac) - ng(xayac) ® [()C,y)

(A) A computer (B) Depiction of a (C) A gradient

tomography (CT) axial — gradient magnitude magnitude of image

image of image A calculated A calculated using

using Gaussian Gaussian derivatives
derivatives at= 0.5 of =2.0
Figure 29. Gradient Magnitude algorithm processing
A shows a computer tomography (CT) axial image of an abdomen. Image B
depicts a gradient magnitude of image A calculated using Gaussian derivatives at
= 0.5, and image C shows a gradient magnitude of image A calculated using
Gaussian derivatives at = 2.0.
IMAGE TYPES
You can apply this algorithm to all image data types except complex and to
2D, 2.5D, 3D, and 4D images.
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SPECIAL NOTES

The following notes apply:
e The resultant image is, by default, a float type image.

e To achieve 2.5D blurring (each slide of the volume is processed
independently), select Process each slide independently (2.5D) in the
Gradient Magnitude dialog box.

REFERENCES
Refer to the following references for more information:

Raphael C. Gonzalez and Richard E. Woods, Digital Image Processing (Boston: Addison-
Wesley, 1992).

J. J. Koenderink, “The Structure of Images,” Biol Cybern 50:363—370, 1984.
Tony Lindeberg, “Linear Scale-Space I: Basic Theory,” Geometry-Driven Diffusion in

Computer Vision, Bart M. Ter Har Romeney, ed. (Dordrecht, The Netherlands: Kluwer
Academic Publishers, 1994), pp. 1—38.

Applying the Gradient Magnitude algorithm

To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Gradient Magnitude. The Gradient
Magnitude dialog box opens (Figure 4).

2 Complete the information in the dialog box.
3 When complete, click OK. The algorithm begins to run.

A pop-up window appears with the status. The following message
appears: “Calculating the Gradient Magnitude.” When the algorithm
finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithm was applied.
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X Dimension

Indicates the standard deviation

(SD) of Gaussian in the X i Gradient X
direction. Scale of the Gaussian
Y Dimension Indicates the SD of Gaussian in X Dimension (0.5-5.00 |10
the Y direction. ¥ Dirernsion (0.3 - 307 (1.0
Z Dimension{0.5-500 |10
Z Dimension Indicates the SD of Gaussian in
the Z direction. Resolution options

Use i Iuti rmalize 7 scale.
Use image Normalizes the Gaussian to LI R: u_tms 10 noze £ 50
resolutions to compensate for the difference if Comecietacie il o0
normalize Z the voxel resolution is less ] Process each slice independently (2.5D).
scale between slices than the voxel Colo | selocti

resolution in-plane. This option is b

selected by default.
Process each Blurs each slice of the dataset
slice independently.
independently L.
(2.5D) Destination Process

() Mew image ) Whole irnage

Process red Applies algorithm to the red : .

Replac VoI
channel channel only. Doty WOl regiont)
Process green Applies algorithm to the green OK ‘ | Cancel | ‘ Help
channel channel only.

Process blue Applies algorithm to the blue channel only.

channel

New image Shows the results of the algorithm in a new image window.

Replace Replaces the current active image with the results of the algorithm.

image

Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the Gradient Magnitude algorithm according to the specifications in this
dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this dialog box.

Figure 30. Gradient Magnitude dialog box

MIPAV User’s Guide, Volume 2, Algorithms 107
8/31/07



Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Laplacian

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Filters (Spatial): Laplacian

Edge detection is the identification of meaningful discontinuities in gray
level or color images. Edges are formed between two regions that have
differing intensity values. This algorithm calculates the laplacian of an
image (or VOI of the image) using the second derivatives (Gxx, Gyy, and
Gzz [3D]) of the Gaussian function at a user-defined scale sigma [standard
deviation (SD)] and convolving it with image. The convolution of the second
derivatives of the Gaussian with an image is a robust method of extracting
edge information. By varying the SD, a scale-space of edges can easily be
constructed.

Background

Figure 31 shows the 1D signal of an object. The first derivative of the object
is shown next. Last, the Laplacian (defined later) is shown. Note that the
zero-crossing of the second derivative corresponds to the edges of the
object.

A

{\i{ Object

Original

) o Zero crossings
First derivative

Second derivative

>

Figure 31. Edge detection using laplacian operators

The laplacian function is defined as:

2. 2
vGry) = 28+ 28
Ox oy
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An efficient method of calculating the laplacian is to analytically calculate
the second derivatives of Gaussian and convolve the sum with the image.
The equation for this calculation follows:
2 2
V) = [Q—G . 5—9} ® I(xy)
2 2
Ox oy

[A) Original MR image (B) Laplacian results (C) Extraction of the zero crossing of the
Laplacian (object edges)

Figure 32. (A) Original MR image; (B) laplacian results; and (C) extraction of the zero crossing of
the laplacian (object edges)

IMAGE TYPES

You can apply this algorithm to all image data types except complex and to
2D, 2.5D, and 3D images.

SPECIAL NOTES

The resulting image is, by default, a float type image.

To achieve 2.5D blurring (each slice of the volume is processed
independently) of a 3D dataset, select Process each slice independently
(2.5D) in the Laplacian dialog box (Figure 31).
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REFERENCES

Refer to the following references for more information about this algorithm:

Tony Lindeberg, “Linear Scale-Space I: Basic Theory,” Geometry-Driven Diffusion in
Computer Vision, Bart M. Ter Har Romeney, ed. (Dordrecht, The Netherlands: Kluwer
Academic Publishers, 1994), pp. 1-38.

J. J. Koenderink, “The Structure of Images,” Biol Cybern 50:363—370, 1984.

Raphael C. Gonzalez and Richard E. Woods, Digital Image Processing (Boston: Addison-
Wesley, 1992).

Applying the Laplacian algorithm

To run this algorithm, complete the following steps:
1 Select Algorithms > Filter > Laplacian. The Laplacian dialog box opens
(Figure 33).
2 Complete the fields in the dialog box.
3 When complete, click OK. The algorithm begins to run.

A pop-up window appears with the status. The following message
appears: “Calculating the Laplacian.”

When the algorithm finishes, the pop-up window closes. Depending on
whether you selected New Image or Replace Image, the results either
appear in a new window or replace the image to which the algorithm
was applied.
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X Dimension

Specifies the standard
deviation (SD) of Gaussian

in the X direction. BEE >
Scale of the Gaussian
Y Dimension Specifies the SD of ¥ Diirasnsion (0.5 - 5.0) 10
Gaussian in the Y direction. ¥ Diension (0.5 - 5.0) 0
Z Dimension Specifies the SD of 2R (05200 10
Gaussian in the Z direction. e ] 0

Resolution options

Amplification Applies, by default, the

factor classical laplacian factor of [v] Use irage resolutinns to nomalize Z scale.
1.0; values greater than Corrected scale = 0625
1.0 and less than 1.2 [_] Process each slice independertly (2500
enable the laplacian to act
as a high-pass, or high- Fdge Detection
boost, filter.

Use image Normalizes the Gaussian to

resolutions to compensate for the

normalize Z scale difference if the voxel Destination o
resolution is less than the , ,
voxel resolution inplane. O inizes O Pl s

() Replane image 3 WOl region(s)

Process each Blurs each slice of the

edge dataset independently.

independently OK ‘ | Caneel | ‘ Help

(2.5D)

Output edge
image

Produces a binary image that represents the edges defined by the 0 crossings
of the laplacian

Threshold edge
noise between
<_>and <_>

Limits the threshold edge noise to the range that you specify between the 0
crossings of the laplacian; the default range is -10 to 10.

New image

Shows the results of the algorithm in a new image window.

Replace image

Replaces the current active image with the results of the algorithm.

Whole image

Applies the algorithm to the whole image.

VOI region(s)

Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the laplacian algorithm according to the specifications in this dialog
box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this dialog box.

Figure 33. Laplacian dialog box
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Filters (Spatial): Mean

This algorithm provides a simple way of reducing noise either in an entire
image or in a delineated VOI in the image where

Mean = sum of all pixels in the kernel / total number of pixels in the
kernel

This is one method of low-pass filtering, which is sometimes referred to as
neighborhood averaging.

Background

In applying this algorithm, MIPAYV first defines a region, either in the whole
image or in the delineated VOI, over which it replaces a target pixel value
with the average value over the kernel of pixels in which the target pixel is at
the center. That is, for the target pixel:
. i=s
mean = p, > Il.~kl.
i=1

where k = kernel, s = kernel size, and I = image.

For slice averaging (Figure 34 and Figure 35), the kernels are odd-length
squares (for example, 3 x 3). The processing time increases with the square
of the kernel length. For volume averaging (Figure 35), the kernels are odd-
length cubes (such as 5 x 5 x 5), and the processing time increases with the
cube of the kernel length. Refer to Figure 35 for examples of slice and
volume averaging.

Note that the term average does not always represent the mean. If fact,
there are three types of average: the commonly used mean, the median, and
the infrequently used mode. The mean is defined as the sum of the values in
a group divided by the number of values in the group. The median value is
the value that has the same number of values greater and less than it. The
mode is the value with the greatest number of occurrences.

If part of the neighborhood kernel falls outside the image when the pixel is
on or near the boundary, MIPAV only uses that portion of the kernel inside
the image.
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Example: Consider the upper right corner pixel in a 2D image if a 3 x 3 kernel is
used. In this case, when the algorithm is applied, MIPAV uses only the target
pixel and its lower, left, and diagonal left lower neighbors. It then divides the
sum of these four pixels by 4.

If you select the New image option, MIPAV places the resulting image in a
new image window. If you select the Replace image option, MIPAV returns
the changed picture to the same image window. If you delineate a VOI on
the image and select VOI regions, then MIPAV replaces the original value of
a pixel inside the VOI with the mean value of the kernel that contains the
pixel at its center. The pixel values outside the VOI remain unchanged.

0 ; Lol Target pixel

3 x 3 square kernel

-

—_
=

1|
1
1|l 5x5square kernel

il
7|

2

-] ]=] =

Figure 34. Slice averaging

In slice averaging, MIPAV defines a region and replaces the target pixel value with the average value
over the kernel of pixels in which the target pixel is at the center.

Because 2D images contain only one slice, the only option possible under
Kernel Thickness in the Mean Filter dialog box is slice averaging—the Apply
slice kernel option. The Apply volume kernel option, which performs
volume averaging, is dimmed. However, both slice averaging and volume
averaging are available for 3D images. Although slice averaging is the
default value, users can choose volume averaging instead by selecting the
Apply volume kernel option.

For slice averaging, the default kernel size is 3 x 3, but the following kernel
sizes are available: 5x 5,7 x 7,9 X 9, or 11 x 11. For volume averaging, the
default kernel size is 3 x 3 x 3. However, you can select one of the following
sizes instead: 5X5X5,7X7X7,9X9X0,0r 11 X 11 X 11.
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For color images the default is to obtain the means of the red, green, and

¥4 62/124 MO

(A) Original image

¥4 _meon 624124 MLO

{C) Slice averaging, 5 x 5 kernel

¥i_mean 62/124 MLD

(D) Volume averaging, 3 x 3x 3kernel  (E} Volume averaging, 5 x 5x 5 kernel

Figure 35. Image processing using the Mean algorithm

This figure depicts slice averaging and volume averaging applied to the whole
image with various size kernels as noted.

blue channels. However, if users clear the Red channel, Green channel, or
Blue channel check boxes, MIPAV only performs mean averaging on the
color channels that are selected.
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IMAGE TYPES

You can apply this algorithm to all image data types and to 2D, 2.5D, and 3D
images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following reference for more information about this algorithm:

Raphael C. Gonzalez and Richard E. Woods. Digital Image Processing, Second Edition
(Upper Saddle River, New Jersey: Prentice-Hall, Inc., 2002), pp. 116—123.

Applying the Mean algorithm

To run this algorithm, complete the following steps:
1 Open an image. As an option, delineate a VOI.

2 Select Algorithms > Filter (spatial) > Mean. The Mean Filter dialog box
(Figure 36) opens.

3 Complete the information in the dialog box.
4 Click OK.

The algorithm begins to run, and a pop-up window appears with the
status. The following message appears: “Filtering image.”

When the algorithm finishes running, the pop-up window closes, and
the results either appear in a new window or replace the image to which
the algorithm was applied.
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MIPAYV
Kernel size Specifies the size of the k x k
neighborhood that extends in all
directions by (k - 1)/2 from the x|
center pixel. [ Parameters
Kemel size;) 33w
Red channel Applies the algorithm to the red 4
channel. i Color channel selection
Green channel Applies the algorithm to the
green channel.
Blue channel Applies the algorithm to the
blue channel. [ —
New image Shows the results of the 8 Hew itage 8 Whele image
algorithm in a new image
wi?m dow. 9 1 Beplare frage 21 VO region(s)
N . ~Eernel Thickness
Replace image Replaces the current active
image with the newly calculated (® Apply slice kemel
mean image. ) Apply volume kermel
Whole image Applies the algorithm to the
whole image. 0K | ‘ Cancel | ‘ Help
VOI regions Applies the algorithm to the volumes (regions) delineated by the VOIs.
Apply slice kernel Applies the kernel to only the specific slice in the dataset
Apply volume Applies the kernel to all of the slices—that is, the entire volume—in the
kernel dataset.
OK Applies the mean algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.
Help Displays online help for this dialog box.

Figure 36. Mean Filter dialog box
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Filters (Spatial): Median

The Median filter algorithm replaces a target pixel's value with the median
value of the neighboring pixels. The designation of neighbor is determined
by the size and shape of the kernel. A kernel is much like a mask; the pixels
in the masked area are part of the neighborhood. The kernel's size and
shape determines the number of pixel values used to calculate the median.
You can adjust this algorithm's parameters to change the kernel's size and
shape, apply selective filtering, and repetitively apply the selected filtering
for any portion of the image you select.

The median filter algorithm is most useful for removing shot noise, which is
noise that appears as random spots in an image. Shot noise can be caused
by dust or a bad detector in image acquisition or by errors in data transfer
(Lyon, Russ). Note that because there is no inverse function for the median
filter algorithm, the original image cannot be reconstructed. This algorithm
is also called a rank-type filter, because the list of values must be sorted
before a useful value can be found.

Background

When you apply the Median filter algorithm, the target pixel is identified
and the values of the surrounding neighborhood are collected. Next, the
system arranges the values of the target and neighborhood pixels in a list
and sorts them; then it replaces the value of the target pixel with the list's
median value (Figure 37). Given that the list has n items and n is an even
number, the median is the item at n/2. When n is odd, the median is
defined as an average of the items at position (n - 1) /2 and at position
(n + 1)/2.

a window. This algorithm is applied to all pixels in the kernel. If the target pixel,
which is usually at the center of the kernel, is near the edge of the image
window, the kernel probably contains undefined regions because the kernel is
always symmetrical. Since the median filter algorithm cannot be calculated
reliably if the undefined regional data is present, if the target pixel is at the edge
of the image, it is not processed.

% Example: You cannot apply this algorithm if the target pixel is near the edge of

Neighborhood pixels are determined by the shape and size of the kernel.
(The selection of pixels using the kernel is sometimes referred to as the
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sliding window approach.) The most common kernel shapes are the square
and cross. Square-shaped kernels are defined as all pixels in the k (k)
region surrounding the target pixel, where k refers to the window size.
Cross-shaped kernels are defined as the central row and column of the k (k)
region. The kernel is usually centered on the target pixel and is symmetrical;
pixels chosen are symmetrically located about the target pixel. Thus, pixels
on opposite sides are equally weighted. The kernel varies in size, although
commonly, a square kernel can range from 3 to 11 pixels per side. Other
kernel shapes and sizes could be selected, but choosing the region of pixels
to include always involves juggling the elimination of noise and increasing
fuzziness and posterization of an image.

Image 3 Result

Intensity values are ranked in
order, and the median value is

selected to replace the voxel
of interest.

Excellent nonlinear filter for remowving noise.

Figure 37. An example of median filter processing using a square 3 x 3 kernel

Pixel values are sorted in increasing order. Any sorting method is
acceptable, although, because the number of pixels can be large, a fast
sorting algorithm is preferable. The best sorting algorithm is one that can
efficiently accommodate both small and large lists. Generally, when
considering the number of items to sort, the numbers can range from 5 (in a
3 x 3 cross) to 121 (in an 11 x 11 square). This algorithm implements the
Shell-sort because it operates very efficiently for the sizes of the lists
expected.

As the kernel size increases, computation also increases. Because the
median filter algorithm is already computationally intensive, this algorithm
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incorporates adaptive filtering to improve the responsiveness of the filter
and to reduce the number of computations. Rather than using one specific
method, adaptive filtering involves any number of novel approaches. A
simple approach is to verify whether the target pixel is within some
percentage of the median. This verifies that the pixel value is not outside the
range of expected values of a pixel. For example, shot noise is generally a
value that much larger or smaller than the average of the surrounding pixel
values. Figure 38 illustrates how the median filter algorithm is used to
remove shot noise.

Filtering a color image is very similar to filtering a monochrome image.
However, each color must be filtered separately because each color is a part
of its own band or channel; each channel forms a monochrome image. This
means that all red pixels are filtered, then all green, and then all blue, but
never red and green pixels at the same time. Values in the alpha channel,
which indicate pixel opacity levels, are not filtered.
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(A) Original 2D image (B) The result of applying high- and
low-shot noise to the original image

(C) The result of applying a 3 ¥ 3 square
median filter to image B

Figure 38. Removing shot noise with the Median Filter algorithm

IMAGE TYPES

You can apply this algorithm to color and gray-scale 2D, 2.5D, and 3D
images. However, you cannot apply this algorithm to complex images.

SPECIAL NOTES

The following special notes apply:

e When this algorithm is applied to 3D datasets, you can apply the filter
to either a single slice or volume kernel. If you choose to apply it to a
volume kernel, MIPAV finds the median in a list of values from pixels
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in all directions along the x-, y-, and z-axes. Note that the kernel-size
must be smaller than the number of slices in the image.

The resultant image is, by default, a float image.

An outlier detector is available for use in this algorithm. The outlier
detector replaces the target pixel only if its magnitude exceeds the
mean of the list by a user-inputted fraction of the standard deviation.

Currently the algorithm allows square and cross kernel shapes for 2D
images and cube and axis kernel shapes for 3D images. Future plans
include the addition of other kernel shapes.

Color images may be filtered across any combination of the color
channels (red, green, or blue). Alpha values—those values relating to
how opaque a particular pixel is—are unaffected.

REFERENCES
See the following references for more information about this algorithm:

Douglas A. Lyon, Image Processing in Java. (Upper Saddle River, New Jersey: Prentice-
Hall, 1999), pp: 201—214.

John C. Russ, The Image Processing Handbook. 3rd Edition (Boca Raton, Florida: CRC
Press, 1999), pp: 174—182.

Bernde Jahne, Practical Handbook on Image Processing for Scientific Applications Boca
Raton, Florida: CRC Press, 1997), pp: 331, 332.

Applying the Median Filter algorithm

To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Median Filter. The Median Filter dialog box

(Figure 39) appears.

2 Complete the fields in the dialog box. Keep the following in mind:

e To filter a VOI region only, select the VOI and then select VOI
Region(s).

¢ Pixels that are too close to the edge of an image are not processed.

e To apply a median filter to a color image, select the channels to
filter. By default, MIPAYV filters all three channels (red, green, and
blue).
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replaces any pixel whose value is
outside this function of the standard
deviation from the mean of the
neighborhood (as selected by the
kernel-size and shape) by the
median of the neighborhood. A
value of 0.0 is equivalent to
replacing every pixel with the
median of its neighborhood. A value
of 1.0 limits the filtering of the
image. The system processes only
target pixels whose values are
greater than 1.0 standard deviation
from its neighbors.

Kernel size

A k x kregion selects a
neighborhood that extends in all
directions by (k-1) /2, placing the
target pixel in the center of the

Maxdraur kemel size:

Color channel selection

Destination

8 Hew image

() Replace irage
Kernel Thickmess

|-

Process
(@) Whole irmage
(2 WOT reginms)

® Lpply slice kermel

2 Lpply voluras kemel

(Cross (+)
(Cormer-to-comer (x)
Horizontal

Vertival

MIPAYV
3 Click OK when complete. The algorithm begins to run.
A pop-up window appears with the status, and the following message
appears: “Filtering Image (Pass 1 of 1).” (Depending on what you
entered in Number of iterations on the Median Filter dialog box, the
number of passes varies.) When the algorithm finishes running, the
pop-up window closes.
Depending on whether New image or Replace image was selected,
results appear in a new window or replace the image to which the
algorithm was applied.
Number of Indicates the number of times to
iterations filter the image with a median filter R
of the selected deviation, kernel Hudber of teretions (1-20): 1]
size, and kernel shape.
Maximum The maximum allowable magnitude LEmelete. b |~
standard of the pixel value as a function of Kemel shape: |Square |v Sopuare =
deviation the standard deviation. The system | e i e Sepuare

kernel. e H e H i

Kernel shape Selects which pixels in the kernel size box are included as a part of the median’s

neighborhood.

Figure 39. Median Filter dialog box

MIPAV User’s Guide, Volume 2, Algorithms 122

8/31/07



aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Median

Kernel size

This checkbox indicates whether median filter should be run via adaptive filtering.

adaptively Adaptive filtering has 3 main purposes:

EHSHgEs 1. To remove salt-and-pepper (impulse) noise;
2. To prove smoothing of other noise that may not be impulsive;
3. And to reduce distortion, such as excessive thinning or thickening of object
borders.

Maximum This is the maximum kernel size that the window size can get increased to under

Kernel Size

the algorithm.

Red channel

Filters the red channel (for use with RGB images).

Green
channel

Filters the green channel (for use with RGB images).

Blue channel

New image

Filters the blue change (for use with RGB images).

Indicates where the results of the algorithm appear. If you select this option, the
results appear in a hew image window.

Replace
image

Indicates where the results of the algorithm appear. If you select this option, the
results replace the current active image.

Whole image

Applies the algorithm to the whole image.

VOI Applies the algorithm to the volumes (regions) delineated by the VOIs.
region(s)

Apply slice Filters each slice of the image independently of other slices, finding neighboring
kernel pixels from the slice.

Apply volume
kernel

Gathers pixel values from the slice as well as from neighboring slices.

OK Applies the Median algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.

Figure 39. Median Filter dialog box (continued)
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Filters (Spatial): Mode

Mode filtering is a nonlinear spatial filtering technique that replaces a target
pixel with the mode of neighboring pixels. The mode of a set of values is the
value that occurs most frequently within the set. If all values are unique—
that is, all numbers occur only once in the set—the value of the target pixel
stays the same. Mode filtering is similar in philosophy to median filtering.

Mode filtering is currently thought to be useful in filtering a segmented
image to eliminate small clusters of pixels labeled one value that are
completely within a large cluster of pixels of a different value. Mode filtering
is currently being investigated in improving a C-means classification of
brain images, which were first segmented using the brain extraction tool
(BET). Mode filtering can be applied to grayscale images to remove some
noise; however, a 3 x 3 x 3 cube kernel significantly blurs the image.

Background

When you apply the Mode algorithm, MIPAV identifies the target pixel and
collects the values of the surrounding neighborhood. Next, it arranges the
values of the target and neighborhood pixels in a list and sorts them. The
value of the target pixel is replaced with the mode of the numbers in the list.
Determining the mode of a sorted list of numbers is done in a single pass
through the list by incrementing a count variable each time adjacent values
are the same and maintaining the maximum count along with the
corresponding value.

Neighborhood pixels are determined by the shape and size of the kernel.
(The selection of pixels using the kernel is sometimes referred to as the
sliding window approach.) The most common kernel shapes are the square
and cross.

Square-shaped kernels are defined as all pixels in the k(k) region
surrounding the target pixel, where k refers to the window size. Cross-
shaped kernels are defined as the central row and column of the k(k) region.

The kernel is usually centered on the target pixel and is symmetrical; pixels
chosen are symmetrically located about the target pixel. Thus, pixels on
opposite sides are equally weighted. The kernel varies in size, although
commonly a square kernel can range from 3 to 11 pixels per side. Other
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kernel shapes and sizes could be selected, but choosing the region of pixels
to include always involves juggling the elimination of noise and increasing
fuzziness and posterization of an image.

Pixel values are sorted in increasing order. Any sorting method is
acceptable, although, because the number of pixels can be large, a fast-
sorting algorithms is preferable. The best sorting algorithm is one that can
efficiently accommodate both small and large lists. Generally, when
considering the number of items to sort, the numbers can range from 5 (in a
3 x 3 cross) to 121 (in an 11 x 11 square). This algorithm implements the
Shell-sort because it operates very efficiently for the sizes of the lists
expected.

The left image in Figure 40 shows a segmented image that results after
applying the C-means classification algorithm to a brain image produced
with the brain extraction tool. The image on the right shows the result of
applying the Mode filtering algorithm with a 3 x 3 x 3 local neighborhood to
the image on the left. Clearly, the image on the right has fewer small isolated
classes than the image on the left.

Figure 40. Examples of (A) a segmented image and (B) the resuits of
applying the Mode algorithm to the image

The Mode algorithm processes all pixels in the input image. The algorithm
uses a symmetric neighborhood definition around the target pixel, resulting
in border pixels, which require special processing. Border pixels correspond
to those pixels where the neighborhood of a target pixel is incomplete.
Incomplete neighborhoods occur:

e In-plane—In the corners of the image plane

e Through-plane—On the first and last (few) image planes
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In-plane border pixels are not filtered and the value assigned to the output
pixel is simply the corresponding input value. Through-plane border pixels
are filtered by duplicating the values of corresponding pixels on the target
pixel plane.

IMAGE TYPES

You can apply this algorithm to 2D, 2.5D, and 3D images. Since the
algorithm counts the number of pixels with the same value, it only allows
the following list of data types.

e BYTE and UBBYTE
e SHORT and USHORT
e INTEGER and UINTEGER

NOTES

The resulting image is, by default, the same type as the input image.

REFERENCES

This algorithm was developed by members of the MIPAV team. Mode
filtering is similar to median filtering, and to our knowledge there is not a
significant amount of literature about the topic.

Applying the Mode algorithm

To run this algorithm, complete the following steps:
1 Open an image.

2 Select Algorithms > Filters (Spatial) > Mode. The Mode Filter dialog box
(Figure 41) opens.

3 Complete the fields in the dialog box.

4 Click OK when complete. The algorithm begins to run.
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A pop-up window appears with the status.

Sl

B4 T0 33175 _3 17%

CEX

| 179

When the algorithm finishes running, the pop-up window closes.

Depending on whether New image or Replace image was selected,
results appear in a new window or replace the image to which the

algorithm was applied.

Kernel size

Specifies the size of the local

neighborhood when performing mode Mode Filter g|
filtering. A k X k region selects a ST
neighborhood that extends in all . -
directions by (k - 1)/2 placing the ;
target pixel in the center of the kernel. Kemel shape! Square ¥
Kernels for 2D images are odd valued S S
and include 3 x3,5x5,7x7, and so
on. %) New image (8 Whole irage
i Replace image Yol region(s)
Kernel shape Selects which pixels in the kernel size -
box are included as a part of the [isermpt Uhickacke
mode’s neighborhood. ® hpply slice kemel
3 Apply volume kemel
New image Indicates where the results of the
algorithm appear. If you select this s H e H Help
option, the results appear in a new

image window.

Replace image

Indicates where the results of the
algorithm appear. If you select this
option, the results replace the current
active image.

Whole image

Applies the algorithm to the whole image.

VOI region(s)

Applies the algorithm to the volumes (regions) delineated by the VOIs.

Apply slice
kernel

Filters each slice of the image independently of other slices, finding neighboring

pixels from the slice.

Apply volume
kernel

Gathers pixel values from the slice as well as from neighboring slices.

Figure 41. Mode Filter dialog box
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OK Applies the Mode filtering algorithm according to the specifications in this dialog
box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this dialog box.

Figure 41. Mode Filter dialog box (continued)
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Filters (Spatial): Nonlinear Noise Reduction

Background

This algorithm provides a port of the SUSAN (Smallest Univalue Segment
Assimilating Nucleus) low-level image processing program (see
“References” on page 131.)

SUSAN noise reduction uses nonlinear filtering to reduce noise in an image
while preserving both the underlying structure and the edges and corners. It
does this by averaging a voxel only with local voxels that have similar
intensity.

The SUSAN program compares the brightness of each pixel within a mask
with the brightness of the mask's nucleus. It then defines an area of the
mask, called the univalue segment assimilating nucleus (USAN), that has
the same or similar brightness as the nucleus. The SUSAN filter takes an
average of the pixels in the USAN and then uses a Gaussian in both the
brightness and spatial domains.

Table 2 explains the possible responses that the SUSAN filter provides if it
cannot determine the neighborhood and based on whether you selected the
option of using the median.

Table 2. Possible responses of the SUSAN filter

Use median USAN area The SUSAN filter . . .

Selected Zero Uses the median of the pixel’s 8 nearest neighbors in 2D
images or 26 nearest neighbors in 3D images to estimate the
pixel’s correct value.

Selected Nonzero Uses sums taken over the local neighborhood, not including

the center pixel itself, to estimate the pixel’s correct value.
This allows good reduction of impulse noise.

Not selected

Nonzero Uses sums taken over the local neighborhood including the

center pixel to estimate the pixel’s correct value.

Not selected

Zero Leaves the pixel unchanged.
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In 2D images, the algorithm is based on the following equation:

i i (1(x+i,y+j)—1(x,y)))
( ii JJ —(
S I+ iy )-8 (2 - sdx - sdx) (2'sdy-sdy)) B 12

R(xy) = b

( i B j-j )) _((I(x+ LYy +J')*[(xa)’)))
zS(2~sarx-sdx) (2 sdy-sdyy I

Lj
where
R = replacement intensity
I = intensity
S = spatial Gaussian
B = brightness Gaussian
sdx = mask standard deviation/image x resolution
sdy = mask standard deviation/image y resolution
T = brightness threshold

The brightness threshold allows discrimination between noise and the
underlying image. Ideally, this value should be set greater than the noise
level and less than the contrast of the underlying image. The filter blurs
edges of contrast smaller than this threshold but not those of greater
contrast. Reducing the brightness threshold gives less smoothing. The
brightness threshold has a default value = 0.1 * (image maximum — image
minimum).

The mask standard deviation (SD) determines the spatial extent of the
smoothing. The mask is basically Gaussian with a standard deviation that
you specify. However, for a small, fast, flat response witha3gx3or3x3x3
voxel mask, set the mask SD to 0. By default, the mask SD equals the x
resolution.
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This filter can process a 3D image as an entire indivisible unit or as separate
independent slices. Refer to Figure 42 for an example of image processing
using the Nonlinear Noise Reduction algorithm.

E 62/124 1D e ninoisereduction 62/12:

(A) Original image (B) Image after Nonllinear Moise Reduction
algorithm applied

Figure 42. Image processing using the Nonlinear Noise Reduction
algorithm

IMAGE TYPES

You can apply this algorithm to black-and-white 2D, 2.5D, and 3D images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following references for more information:

For information about SUSAN, see http://www.fmrib.ox.ac.uk/~steve.

S. M. Smith and J. M. Brady, “SUSAN—A New Approach to Low Level Image Processing,”
International Journal of Computer Vision, Vol. 23, No. 1, May 1997, pp. 45-78.
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Applying the Nonlinear Noise Reduction algorithm

To run this algorithm, complete the following steps:
1 Open an image.

2 Select Algorithms > Filter (spatial) > Nonlinear noise reduction. The
Nonlinear Noise Reduction dialog box (Figure 43) opens.

3 Complete the information in the dialog box.
4 Click OK. The algorithm begins to run.

A pop-up window appears with the status. The following message
appears: “Performing the nonlinear noise reduction.” When the
algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithm was applied.

Brightness
threshold

Blurs edges of contrast
smaller than this threshold.

Reducing the brightness ¥4 Nonlinear Noise Reduction x|
threshold gives less - Options S
_smoothm_g. The defa.ult value Birightness threshold (1 - 44d) I““_
is 0.1 * (image maximum -

image minimum). Mask Ganssian ST (0 for flat response)rara  (0.9375

Mask Gaussian SD

. . ¥| Use medisn when neizhhorhood not found.
Determines the spatial extent e e i et et

(O for flat of the smoothing (the default [_] Process sach slice independently (2.5D).
response) mm value is equal to the X L

resolution). For a small, fast, DS tmatins

flat response witha 3 x 3 or 3 _

x 3 x 3 voxel mask, set the CliFrmi

mask SD to 0. |} Replace image
Use median when Refer to Table 2 on page 129 e H o ‘ ‘ Help

neighborhood not
found

for an explanation. By
default, this check box is
selected.

Process each slice
independently

Smooths each slice of the dataset independently (applies only to 3D images).

New image

Shows the results of the algorithm in a new image window (default choice).

Replace image

Replaces the current active image with the newly calculated image.

OK

Applies the algorithm according to the specifications in this dialog box.

Figure 43. Nonlinear Noise Reduction dialog box
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MIPAYV

Cancel Disregards any changes that you made in the dialog box and closes the
dialog box.

Help Displays online help for this dialog box.

Figure 43. Nonlinear Noise Reduction dialog box (continued)
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Filters (Spatial): Nonmaximum Suppression

This algorithm defines the edges of an image by calculating the
nonmaximum suppression of an image at a user-defined scale. An edge is
defined as the union of points for which the gradient magnitude assumes a
maximum in the gradient direction.

Background

The Nonmaximum Suppression algorithm uses a local orthonormal
coordinate system (u,v) at any point (P;), where the v axis is parallel to the
gradient direction at P, and the u axis is perpendicular, and where I is the
intensity value of the pixel.

I = sinol_ —cos ol
X y

I = cos ol +sinal
X y

1

cos o = evaluated at Pi

<o
~
[
=t

I _+21 11 +121
xx xXyxy yyy

13[ :[zl +312[1 +31121 +[31

xXxx X'y xxy Xy xyy yyyy
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I = (cosal_+sinal )(cosal +sinal)
2y X y X v

2 . .
= (cosa) I__+2cos asinol__ +(sin oc)zl
xx xy vy

(Ii Ixx + ZInyIxy + 1)2} Iyy)
(r+5)

2 . . 2 . 3
1 = ((cos o) I__+2cosasinol +(sina) I )cosoal +sinol =(cosa)
vy xx xy yy X y xxx

2. . 2 .
+3(cos a) sin dexy + 3cos a(sin a) Ixyy + (sin 0c)31yyy

131 +312[ I +31 12[ +I3I
_ X xxx Xy xxy Xy xyy yyyy

1.5
(1)

Assuming that the second- and third-order directional derivatives of I in the
v direction are not simultaneously zero, a necessary and sufficient condition
for P; to be a gradient maximum in the gradient direction may be stated as:

2%

<0

vvy

Since only the sign information is important, this condition can be restated
as:
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The nonmaximum suppression is the following;:

Iilvv - [)2clxx * 2leylxy * Ijzzlyy
Edge detection is an option for 2D images, but not for 2.5D or 3D images. If
edge detection is selected, MIPAV generates an unsigned byte image in
which the value of the edges is 255 and of all other points is 0. The
nonmaximum suppression data must always be scaled to the same range, so
the same noise threshold values always have the same meaning. For edge
detection, the nonmaximum suppression data is scaled by 20,000.0/(image
maximum — image minimum). We must not use a linear transformation,
which shifts positive to negative or negative to positive.

If noise threshold is used, MIPAYV sets scaled nonmaximum suppression
values >= low threshold and <= high threshold equal to zero. It considers
groups of four scaled, noise thresholded, nonmaximum suppression values,
which intersect at one common corner. MIPAV records an edge value of 255
only if at least one of these four modified nonmaximum suppression values
is negative, at least one of these four modified nonmaximum suppression
values is positive, and the upper left-hand pixel of the group has a value of

131 <0.
Vv vvy

For 3D images a similar derivation follows:

Iv = cos asin le + sin asin B]y + cos BIZ

where spherical coordinates are being used.

(])264-[ 2+Izz)

I - _ﬂj_ﬂr7 - /1x2+1y2+122

x 'y 'z

12:1)2C+ 2+[2

1
v y z

The nonmaximum suppression is:
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IX
cos o0 = ———— evaluated atP
7
Xy
1
sin o = Y evaluated at P
2.7
x oy
]Z
cos f = ——————ecvaluated at Pi
PP
x 'y 'z
I
sin f = X Y evaluated at Pi
PP 7
x 'y 'z
131 131 +31211 +3[2[I +31121 +6l 111 _+
vyy X XXX Xy xxy X'z xxz xyy Xy zxyz
3[]21 +I31 +3IZII +3IIZI 131
X'z'xzz Ty'yyy V' zZyyz Vv z'yzz zzz
121 =[2 +2III +2]I+]21 +2III 121
v vy X
If you select VOI regions in the image, then the nonmaximum suppression
image always contains the original source image values in regions outside
the VOIs.
If Use image resolutions to normalized z scale is selected, then the z scale is
multiplied by the image x resolution/image z resolution, so that the z scale
is normalized to be the same as the x scale.
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aaaaaaaaaaa ge Processing Analysis & Visualization

(A) Original image (B) Algorithm applied without edge (C) Algorithm applied with edge
processing processing

Figure 44. Examples of Nonmaximum Suppression processing

IMAGE TYPES

The nonmaximum suppression image can be generated from 2D, 2.5D, and
3D black-and-white images. However, the option to output an edge image is
only available for black-and-white 2D images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following reference for more information about this algorithm:

Lindeberg, Tony, and Bart M. ter Haar Romeny, Chapter 2, “Linear Scale-Space II: Early
Visual Operations,” in Geometry-Driven Diffusion in Computer Vision, ed. Bart M. ter Haar
Romeny (Dordrecht, The Netherlands: Kluwer Academic Publishers, 1994) p. 45.
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Applying the Nonmaximum Suppression algorithm

To run this algorithm, complete the following steps:

1

2

Open an image.

Perform, as an option, any other image processing, such as improving
the contrast, on the image.

Select Algorithms > Filter (spatial) > Nonmaximum suppression. The
Nonmaximum suppression dialog box (Figure 45) opens.

4 Complete the information in the dialog box.

5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. The following message
appears: “Calculating the Nonmaximum suppression.”

When the algorithm finishes running, the pop-up window closes.
Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithm was applied.

Note: For 2D images, if you selected Output edge image, a new window with an
edge image appears.
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X dimension

Indicates the scale of the Gaussian
in the X direction (the default value

e . =
LA Non-maximum Suppression

is 1.0). =

Y dimension

“Scale of the Gaussian |
Indicates the scale of the Gaussian F timensin 0525 m 110 |

:2 ‘;hg)Y direction (the default value ¥ diension (05 50) |10 i

Z dirmension (0.5 - 5.0) 1.0

Z dimension

Indicates the scale of the Gaussian
in the Z direction (for 3D images
only). The default value is 1.0.

~Resolution options
[¥] Use irnage resolutions to normalize Z scals
Corrected scale = 046875

Use image
resolutions to
normalize Z
scale

Normalizes the Z scale to

[C] Process each slice independently (2 501
compensate for the difference if the

voxel resolution in distance per ~Destination -Process
pixel is greater between slices than Hewi —
the voxel resolution in-plane (for O ewmfge e mge
3D images only, the default value is (2 Replace irusge | 2 VOL regionis)
enabled).
0K ‘ | Cancel ‘ | Help

_ (XRs

If enabled, then Z = Z| =——] where
ZRs

Z = scale Z, XRs = image X
resolution, and ZRs = image Z
resolution).

Process each
slice
independently

Calculates nonmaximum suppression for each slice of the dataset independently
(for 3D images only the default value is enabled).

New image

Shows the results of the algorithm in a new image window (default choice). If
selected, an output edge image appears in a second new window.

Replace image

Replaces the current active image with the results of the algorithm.

Whole image

Applies the algorithm to the whole image (default choice).

VOI region(s)

Applies the algorithm inside VOIs. Outside VOIs, the pixel values are unchanged.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made iin the dialog box and closes this dialog
box.

Help Displays online help for this dialog box.

Figure 45. Nonmaximum Suppression dialog box
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Filters (Spatial): Regularized Isotropic
(Nonlinear) Diffusion

Regularized isotropic nonlinear diffusion is a specific technique within the
general classification of diffusion filtering. Diffusion filtering, which models
the diffusion process, is an iterative approach of spatial filtering in which
image intensities in a neighborhood are utilized to compute new intensity
values.

Two major advantages of diffusion filtering over many other spatial domain
filtering algorithms are:

¢ A priori image information can be incorporated into the filtering
process

¢ The iterative nature of diffusion filtering allows for fine-grain control
over the amount of filtering performed.

There is not a consistent naming convention in the literature to identify
different types of diffusion filters. This documentation follows the approach
used by Weickert (see “References” on page 144). Specifically, since the
diffusion process relates a concentration gradient with a flux, isotropic
diffusion means that these quantities are parallel. Regularized means that
the image is filtered prior to computing the derivatives required during the
diffusion process. In linear diffusion the filter coefficients remain constant
throughout the image, while nonlinear diffusion means the filter
coefficients change in response to differential structures within the image.

Background
All diffusion filters attempt to determine the image /(x,y) that solves the
diffusion equation, which is a second-order partial differential defined as
0,1 = div(DVI)
where
0, =The time derivative of the image
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div=The divergence operator

D=The diffusion tensor (which may be a scalar value)

V' =The gradient of the image

The quantity that distinguishes different diffusion filters is primarily the
diffusion tensor, which is also called the diffusivity.

In homogeneous linear diffusion filtering, the diffusivity, D, is set to 1, and
the diffusion equation becomes:

ol=0_1I1+0 I
t XX vy

In isotropic nonlinear diffusion filtering, the diffusivity term is a
monotonically decreasing scalar function of the gradient magnitude squared,
which encapsulates edge contrast information. In this case, the diffusion
equation becomes:

0,1 = div(D(VI*)V1)
One useful diffusivity function is:

1

(v - —
1+ (VIE /25

In this equation A is called a diffusion constant, which defines the point of
inflection of the diffusivity function, which is shown for A = 0.15 in
Figure 46.
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Figure 46. Diffusion constant for . = 0.15

Figure 46 shows that, for a given value of the diffusion constant A , the
larger the values of the image gradient, the smaller the value of the
diffusivity function. Therefore, large values of the gradient, indicating the
presence of an edge, the smaller the amount of diffusion. As the image
gradient varies over the image, so does the amount of diffusion, which is
why this is called an isotropic nonlinear diffusion filter.

It is well known that derivative operations performed on a discrete grid are
an ill-posed problem, meaning derivatives are overly sensitive to noise. To
convert derivative operations into a well-posed problem, the image is low-
pass filtered or smoothed prior to computing the derivative. Regularized
isotropic (nonlinear) diffusion filtering is formulated the same as the
isotropic nonlinear diffusion detailed above; however, the image is
smoothed prior to computing the gradient. The diffusion equation is
modified slightly to indicate regularization by including a standard
deviation term in the image gradient as shown in the following equation:

5t1 = div(DQVI 2)VI )
c c

The smoothing to regularize the image is implemented as a convolution
over the image and therefore this filter is a linear operation. Since
differentiation is also a linear operation, the order of smoothing and
differentiation can be switched, which means the derivative of the
convolution kernel is computed and convolved with the image, resulting in
a well-posed measure of the image derivative.
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The images in Figure 47 show the results of applying the regularized
isotropic (nonlinear) diffusion filter to an example MR brain image.

Figure 47. Examples of regularized isotropic (nonlinear) diffusion

IMAGE TYPES

You can apply this algorithm to all data types except complex and to 2D,
2.5D, and 3D images.

SPECIAL NOTES

The resulting image is, by default, a float image.

REFERENCES

Refer to the following references for more information about diffusion
filtering in general and this algorithm in particular.

Weickert, Joachim. “Nonlinear Diffusion Filtering,” in Handbook of Computer Vision and
Applications, Volume 2, eds. Bernd Jahne, Horst Haussecker, and Peter Geissler. (Academic
Press, April 1999), 423—450.

Weickert, Joachim. Anisotropic Diffusion in Image Processing (Stuttgart, Germany:
Teubner, 1998).
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Applying the Regularized Isotropic (Nonlinear)
Diffusion algorithm

To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Regularized Isotropic Diffusion. The
Regularized Isotropic Diffusion dialog box opens (Figure 48).

2 Complete the fields in the dialog box.
3 When complete, click OK.

The algorithm begins to run, and a status window appears. When the

algorithm finishes, the resulting image appears in a new image window.

Huraber of [terations 1

Diffusion contrast parareter 015

Number of Specifies the number of iterations, or
iterations number of times, to apply the algorithm
to the image. Regularized Isotropic Diffusion
Parametiers
Gaussian Specifies the standard deviation of the
standard Gaussian filter used to regularize the
deviation image. aussian standard deviation 10
Diffusion Specifies the inflection point in the
contrast diffusivity function, which dictates the B e e
parameter shape of the function. .

Process each
slice separately

OK C 1 He
Applies the algorithm to each slice H e H s

individually. By default, this option is

selected.
OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.
Help Displays online help for this dialog box.

Figure 48. Regularized Isotropic Diffusion dialog box
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Filters (Spatial): Slice Averaging

This algorithm provides a way of reducing image noise by summing
together a set of noisy images and dividing the sum by the number of
images. The algorithm assumes that the noise in the images is uncorrelated
and has zero average value.

Background

This algorithm averages together the slices of a 3D image. The average used
here is:

Mean = sum of values / total number of values

If you select All as the number of slices averaged:

s=LSN
> value(x,y,s)

Axy) = 20

If you select 3, 5, or 7 as the number of slices averaged:

s = highest
> value(x, y, s)

A(x,y,z) = 3= lowest
7 (highest —lowest + 1)

where

A = slice average

LSN = last slice number

lowest = maximum (1, z - offset)

highest = minimum (last slice number, z + offset)

offset = (number of slices averaged -1)/2
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The preceeding equations prevent the inclusion of slice numbers less than
the first slice number or greater than the last slice number in the averaging
equation.

Note: When averaging on the first slice with an averaging Number = 7, only
include the first slice and the three slices above it in the averaging. When
averaging on the last slice with averaging Number = 5, only include the last slice
and the two slices below it in the averaging.

Under Slice Number, the default choice is All. If All is chosen, MIPAV
creates a 2D image. If 3, 5, or 7 are chosen, then a 3D image is created.

Because a 2D image cannot meaningfully replace a 3D image, if you select
All, you can only choose New image. However, if you select 3, 5, or 7 as the
number of slices, New image is the default choice, although you can select
either New image or Replace image.
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-.-' 62/124 ML

{A) Original image

¥ _sliceAveragingl

(B) Slice averaging, 3 slices {C) Slice averaging, 5 slices

v sliceAveraging Me10

(D) Slice averaging, 7 slices (E) Slice averaging, all slices

Figure 49. Slice Averaging algorithm processing

IMAGE TYPES

You can apply this algorithm to all image data types and to 2D, 2.5D, and 3D
images.
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SPECIAL NOTES

None.

REFERENCES
Refer to the following for more information about this algorithm:

Raphael C. Gonzalez and Richard E. Woods. Digital Image Processing, Second Edition
(Upper Saddle River, New Jersey: Prentice-Hall, Inc., 2002), pp. 119—123.

Applying the Slice Averaging algorithm

To run this algorithm, complete the following steps:
1 Open an image.

2 Select Algorithms > Filter (spatial) > Slice Averaging. The Slice
Averaging dialog box (Figure 50) opens.

3 Averages 3 slices in the dataset and
creates a 3D image. —
¥l Slice Averag |
5 Averages 5 slices in the dataset and ~Slice Number
creates a 3D image.
h3
7 Averages 7 slices in the dataset and o s
creates a 3D image.
h7
All Averages all of the slices in the

dataset and creates a 2D image CIENI|
(default choice).

 Destination
New image Shows the results of the algorithm in ® Hew image
a new image window (default choice).
Replace Replaces the current active image
image with the newly calculated oK ‘ | Cangel | ‘ Help
image.
OK Applies the algorithm according to the
specifications in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes the dialog box.

Figure 50. Slice Averaging dialog box
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Help Displays online help for this dialog box.

Figure 50. Slice Averaging dialog box

3 Complete the information in the dialog box.
4 Click OK.

The algorithms begins to run, and a pop-up window appears with the
status. The following messages appear: “Averaging data” and
“Importing average data.”

When the algorithm finishes running, the pop-up window closes, and
the results appear either in a new window or replace the image in which
the algorithm was applied.
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Filters (Spatial): Unsharp Mask

When applied to an image, this algorithm produces a sharpened version of
the image or the volume defined by a VOI of the image. A high-pass filtered
(unsharp masked) image can be calculated by taking the difference of the
original image and the low-pass filtered (blurred) version of that image. The
effect of a high-pass filter, like the unsharp mask technique, is to enhance
sharp intensity transitions (i.e., edges) but at the cost of enhancing noise.

Background

The process of unsharp masking is defined by:

High pass = original — low pass

To control the amount of filtering, a weighting factor (k) is added to the
function:

High pass = original — (k * blurred image) where 0 < k < 1

Choosing a small value for k (i.e., 0.2) produces an image where a small
amount of filtering is applied to the original image. Choosing a large value
for k produces a highly filtered image. Recall that convolving a Gaussian
function with an image produces a low-pass filtered image. The selection of
the standard deviation of the Gaussian affects the results of the unsharp
masked image. For example, a low-pass filtered image produced using a
small standard deviation (i.e., a little blurring) produces an unsharp
masked image that is filtered only a small amount (Figure 51).

IMAGE TYPES

You can apply this algorithm to all image data types, except complex and
RGB images, and to 2D, 2.5D, 3D, and 4D images.
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...........................................

SPECIAL NOTES

The following notes apply:

¢ If you choose to show the results of the algorithm in a new window, the
resultant image is, by default, a float type image. If you choose the
replace the current image, the image type remains the same.

e To achieve 2.5D processing (each slice of the volume is filtered
independently) of a 3D dataset, select Process each slice independently
(2.5D) in the Unsharp Mask dialog box (Figure 52).

{A) Original image (B Image after Unsharp Mask algorithm is
applied

Figure 51. Unsharp Mask processing

(A) is the original image of retina of the eye, and (B) is the unsharp mask where
k = 0.75 and the Gaussian SD = 1.0.

REFERENCES

See the following references for more information about this algorithm:

Tony Lindeberg and Bart Ter Har Romeny, “Linear Scale-Space I: Basic Theory,” Geometry-
Driven Diffusion in Computer Vision, ed. Bart Ter Har Romeny ((Dordrecht, The
Netherlands: Kluwer Academic Publishers, 1994), pp. 1—38.

Raphael C. Gonzalez and Richard E. Woods, Digital Image Processing (Boston: Addison
Wesley, 1992), pp. 196—197.
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Applying the Unsharp Mask algorithm

To run this algorithm, complete the following steps:

1 Select Algorithms > Filter (spatial) > Unsharp mask. The Unsharp
Mask dialog box (Figure 52) opens.

2 Complete the information in the dialog box.

3 Click OK.

The algorithm begins to run, and a pop-up window appears with the
status. The following message appears: “Unsharp Masking Image.”

When the algorithm finishes running, the pop-up window closes, and
the results either appear in a new window or replace the image to which

the algorithm was applied.

X Dimension

Specifies the standard
deviation (SD) of Gaussian in
the X direction.

Y Dimension

Specifies the SD of Gaussian
in the Y direction.

Z Dimension

Specifies the SD of Gaussian
in the Z direction.

Use image
resolutions to
normalize Z scale

Normalizes the Gaussian to
compensate for the difference
if the voxel resolution is less
between slides than the voxel
resolution in-plaine. This
option is selected by default.

iunsharp i
Scale of the Gaussian
¥ Dimension (05-50) |10
YV Dimension (0.5- 507 |10
Z Diwension (0.5- 501 |10

Resolution options

] Tse image resolutions to normalize 7 scale.
Conected scals = 0625

[C] Process each slice independently (2.50).

Weight of hlurred image

8/31/07

Irnage - (k * blured image) where D < k=1 [0.75
Process each slice Filters each slice of the -
independently dataset independently of bt Ll
(2.5D) adjacent slices. ) Mew fmage (@ Whole irnage
Image - (k<1) * Determines the amount of D iy, O il
blurred image filtering, or sharpening,
applied to the edges of the 0K | ‘ Cancel ‘ | Help
image or a VOI of the image.
Low values sharpen image
edges but increase noise. The
default value is 0.75.
New image Shows the results of the algorithm in a new image window.
Replace image Replaces the current active image with the results of the algorithm.
Figure 52. Unsharp Mask dialog box
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Whole image

Applies the algorithm to the whole image.

VOI region(s)

Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the
dialog box.

Help Displays online help for this dialog box.

Figure 52. Unsharp Mask dialog box
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Fuzzy C-Means: Multispectral and Single Channel

Algorithms

Segmentation involves dividing an image into distinct classes or types. For
example, researchers may segment the brain into three classes: gray matter,
white matter, and cerebrospinal fluid. There are two types of segmentation:
hard and soft, or fuzzy.

HARD SEGMENTATION

A pixel is assigned to only one class. In medical images, absolute
classification of a pixel is often not possible because of partial volume effects
where multiple tissues contribute to a pixel or because a voxel causes
intensity blurring across boundaries.

SOFT, OR FUZZY, SEGMENTATION

This type allows for the uncertainty in the location of object boundaries. In
fuzzy segmentation, a membership function exists for each class at every
pixel location. At each pixel location a class membership function has the
value of zero if the pixel does not belong to the class. At each pixel location a
class membership function has a value of 1 if the pixel belongs, with
absolute certainty, to the class. Membership functions can vary from o to 1,
with the constraint that at any pixel location the sum of the membership
functions of all the classes must be 1. The fuzzy membership function
reflects the similarity between the data value at that pixel and the value of
the class centroid. As a pixel data value becomes closer to the class centroid,
the class membership function approaches unity.

Background
The Fuzzy C-Means algorithm is an unsupervised method. That is, it works
without the use of a specialized set of data for determining parameters of an
algorithm. This algorithm, which allows for fuzzy segmentation based on
fuzzy set theory, generalizes the K-Means algorithm. The technique clusters
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data by iteratively computing a fuzzy membership function and mean value
estimate for each tissue class. The algorithm minimizes the sum over all
pixels j and all classes k of:

(wk**q) * ((yj - vk)**2)
nClass = number of classes
where
ujk is the membership value at pixel location j for class k such that the
sum over k from k = 1 to k = nClass for wk = 1.

q is a weighing exponent on each membership value and determines
the amount of “fuzziness” of the resulting segmentation.

g., which must be greater than 1, is typically set to 2.

yj is the observed single channel or multispectral image intensity at
location j.

vk is the centroid of class k.
Users provide initial centroid values or simply use default evenly spread
pixel values generated by:

for (i = 0; 1 < nClass; i++)

centroid[i] = minimum + (maximum - minimum)*(i + 1)/(nClass + 1);

Minimization is achieved by an iterative process that performs two
computations. First, the minimization process computes the membership
functions using a current estimate of the centroids.

In the single channel case (select Algorithm > Fuzzy C-means > Single
channel in the MIPAV window):

numerator = (yj - vk)**(-2/(q-1))
denominator = Sum over 1 from 1 = 1 to 1 = nClass of (yj-FL)**(-2/(q-1))
ujk = numerator/denominator for all pixels j and all classes k

In the multispectral case (select Algorithm > Fuzzy C-means >
Multispectral in the MIPAV window):

numerator = (Sum over spectra s of (yjs - vks)**2)**(-1/(q-1))
denominator = Sum over 1 from 1 = 1 to 1 = nClass of
(Sum over spectra s of (yjs -vls)**2)**(-1/(q-1))
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The minimization process also computes the centroids using current
estimates of the membership functions.
In the single channel case:
numerator = sum over all pixels j of (ujk**q) * yj
denominator = sum over all pixels j of (ujk**q)
vk = numerator/denominator for all classes k
In the multispectral case:
numerator = sum over all pixels j of (ujk**q) * yjs
denominator = sum over all pixels j of (ujk**q)
vks = numerator/denominator for all classes k and all images s
The iteration continues until the user-specified maximum number of
iterations occurs or until convergence is detected. Convergence occurs when
all membership functions over all pixel locations j change by less than the
tolerance value between two iterations. The default maximum iteration
number is 100 for the single channel case and 200 for the multispectral
case. The default tolerance is 0.01.
After entering the parameters for the algorithm in the Fuzzy C-Means dialog
box (Figure 55), researchers select one of three choices for the output
images:
e HARD ONLY
e FUZZY ONLY
e HARD & FUZZY BOTH
Hard segmentation produces only one unsigned-byte output image. Pixels
that do not meet threshold requirements are assigned the value of 0. The
first class is assigned a value of 255/(nClass); the second class is assigned a
pixel value of 2 x 255/(nClass), and so on. The last class has a value of 255.
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Fuzzy segmentation produces one image, of the same type as the first source
image, for every segmentation class. The membership function is scaled so
that the minimum membership value scales to the first source image
minimum value and the maximum membership value scales to the first
source image maximum value. If boundary cropping is applied, all pixels
outside the bounding box are assigned the minimum value of the first
source image.

If researchers apply the multispectral version of the algorithm, they can add
images to a list.

ADDING IMAGES TO THE LIST

To add an image to the list:
1 Click Load. The Open dialog box appears.
2 Select an image.
If the following are true, MIPAV adds the image to the list:
e The image has the same dimensionality as the original image.

¢ The length of each dimension is the same as that of the original
image.

Otherwise, an error message appears.

Removing images from the list

4

To remove an image from the list, click Remove.

Note: You cannot remove the original image (the first image in the list) that was
present at the time you selected Algorithms > Fuzzy C-means > Multispectral.
The Remove Image button is only enabled (active) when at least two images are
in the list.

The multispectral case allows color images to be loaded. If the original
image is color, then the initial dialog box includes, by default, three selected
check boxes for red, green, and blue components. If the original image is not
color, then the later loaded images cannot be color.
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With the single channel case, the signal threshold value is entered on the
initial dialog box and the image centroids are entered on a later dialog box.
The multispectral case does not have signal threshold on the initial dialog
box. With the multispectral case, a later dialog box appears for every black-
and-white image or for every selected component of every color image and
the signal thresholds and initial centroids are entered on these later dialog
boxes.

IMAGE TYPES

The Fuzzy C-means algorithm runs on 2D and 3D datasets and can also be
applied to RGB datasets. This algorithms cannot run to complex datasets.

SPECIAL NOTES

None.

REFERENCES

Refer to the following references for more information about the Fuzzy C-
means algorithm.

Dzung L. Pham, Chenyang Xu, and Jerry L. Prince, “A Survey of Current Methods in Medical
Image Segmentation,” Technical Report JHU/ECE 99—01 (Baltimore: Department of
Electrical and Computer Engineering, The Johns Hopkins University, 2001).

Alberto F. Goldszal and Dzung L. Pham, “Volumetric Segmentation,” Chapter 12 in
Handbook of Medical Image Processing, (San Diego: Academic Press, 2000).

Dzung L. Pham and Jerry L. Prince, “Adaptive Fuzzy Segmentation of Magnetic Resonance
Images,” IEEE Transactions on Medical Imaging, Vol. 18, No. 9, September 1999, pp. 737—
752.
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Figure 53. Fuzzy C-means algorithm processing

Applying the Fuzzy C-means algorithm

You can apply this algorithm on single images separately, or you can apply it
on multispectral images.
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4 M I PAYV Algorithms
ON SINGLE IMAGES
To run this algorithm, complete the following steps:
1 Start MIPAV if not already started. The MIPAV and the Output windows
open.
2 Open an image. After a few moments, the image appears.
3 Select Algorithms > Fuzzy C-means > Multispectral. The Fuzzy C-means
dialog box (Figure 54) opens.
4 Complete the fields.
5 Click OK.
The Threshold & Initial Centroids dialog box appears.
By default, MIPAV determines the value of the initial centroids by result
of the total number of intensities divided by the number of classes. To
change the values, click OK.
Number of Indicates the number of groups into
desired which the algorithm divides the x|
classes dataset structures. :
(Ejlgsdseei:szi?slté the number of desired Munber of docisd elasses. |37
Desired value, 2
Desired Determines the amount of "fuzziness" G empene e e _____
exponent in the resulting segmentation. End tolerance. 0.01
VLT By default, the exponent value is 2. T e et 200
End tolerance Indicates when convergence is Diesired exponent valus. 0o
reached. Generally, membership . _
functions over all pixel locations [} Boundary noise cropping
change between iterations of the ~Region | - Segmentation
application of the fuzzy C-means lo
algorithm. Convergence occurs if the @ Whole imege || i
change is equal to or less than the end _ |2 FUZZY ONLY
tolerance level and when all (&G b

membership functions over all pixel
locations change by less than the
tolerance value between two
iterations. By default, the tolerance is
0.01.

Figure 54. Fuzzy C-Means dialog box for a single image

|® HARD & FUZZY BOTH

0K | ‘ Cancel
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Maximum Indicates the maximum number of times the algorithm is applied. If convergence

number of occurs, the system may apply the algorithm less times than the maximum number

iterations of iterations. By default, the maximum iteration value for single channel cases is
200.

Signal Determines the treshold. By default, the exponent value is 0.0.

treshold

Background Finds the smallest bounding box in the image or delineated VOI outside of which

cropping all image pixel values are below the image threshold.

Whole image

Applies the algorithm to the whole image.

VOI region(s)

Applies the algorithm only to the delineated VOIs.

HARD ONLY Performs only hard segmentation on the image

FUZZY ONLY Performs only fuzzy segmentation on the image.

HARD & Performs both types of segmentation—hard and soft—on the image.

FUZZY BOTH

OK Performs the Fuzzy C-Means algorithm on the image based on your choices in this
dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog
box.

Help Displays online help for this algorithm.

Figure 54. Fuzzy C-Means dialog box for a single image (continued)

ON MULTISPECTRAL IMAGES

To run this algorithm, complete the following steps:

1 Start MIPAV if not already started. The MIPAV and the Output windows
open.

2 Open an image. After a few moments, the image appears.

3 Select Algorithms > Fuzzy C-means > Multispectral. The Fuzzy C-means
dialog box (Figure 55) opens.

4 Complete the fields.

To add an image to the list, click Load and then select the image in the
Open dialog box. The system then adds the image to the list and then, if
it has the same dimensions as the original image, opens it in a new
window.
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To remove an image from the list, click Remove.
5 Click OK.
The Threshold & Initial Centroids dialog box appears.

By default, MIPAV determines the value of the initial centroids by result
of the total number of intensities divided by the number of classes. To
change the values, click OK.

another Threshold & Initial Centroids window appears sequentially for each
dataset. Click OK when complete. MIPAV applies the algorithm to the datasets.
The resultant images appear in new image windows.

% Note: If you are applying this algorithm to several datasets, when you click OK

Number of Indicates the number of groups —
desired into which the algorithm divides x|
classes the dataset structures. e
- _ Murvher of desived classes. |3 |
Desired Determines the amount of
exponent "fuzziness" in the resulting Desired exponent value. 2 |
value segmentation.
Frd tolerance. .01 |
Boundary Finds the smallest bounding box Moo racbes of terations. 200 |
noise outside of which all first image ’
cropping pixel values are below the first 7] Baskground cropping
image threshold. To save space, ; ; ;
MIPAV copies values inside the [ 15t image region Sesicatiion
bounding box to a smaller array ; () HARD ONLY
and then uses the reduced array to ®) Whole ixuage ) FUZZY ONLY
performs calculations. 23 YOI regionis)
@) HARD & FUZZY BOTH
Signal Appears only when you select ~Load Image(s)
threshold Algorithm > Fuzzy C-means >
Single Channel.
By default, MIPAV assigns the
image minimum value and uses
only pixels whose values equal or
exceed the theshold used in the
centroid calculation.
If you select the HARD ONLY $
option, MIPAV sets the pixels
whose values are less than the | 0K H Cancel H Help
threshold to a segmentation value

of 0. This means that the pixels are
outside of the specified classes.

Figure 55. Fuzzy C-Means dialog box for multispectral images
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End tolerance

Indicates when convergence is reached. Generally, membership functions over all
pixel locations change between iterations of the application of the fuzzy c-means
algorithm. Convergence occurs if the change is equal to or less than the end
tolerance level and when all membership functions over all pixel locations change
by less than the tolerance value between two iterations. By default, the tolerance
is 0.01.

Maximum Indicates the maximum number of times the algorithm is applied. If convergence

number of occurs, the system may apply the algorithm less times than the maximum

iterations number of iterations. By default, the maximum iteration value for single channel
cases is 100. The maximum number in multispectral cases is 200.

Background Finds the smallest bounding box in the image or delineated VOI outside of which

noise all image pixel values are below the image threshold.

cropping

Whole image

Applies the algorithm to the whole image.

VOI region(s)

Applies the algorithm only to the delineated VOIs.

HARD ONLY Performs only hard segmentation on the image

FUZZY ONLY Performs only fuzzy segmentation on the image.

HARD & Performs both types of segmentation—hard and soft—on the image.

FUZzY BOTH

Load Loads the images that you select.

Remove Removes the images that you select.

OK Performs the FuzzyC-Means algorithm on the selected images based on your
choices in this dialog box.

Cancel Eisregards any changes that you made in this dialog box and closes the dialog

OX.
Help Displays online help for this algorithm.

Figure 55. Fuzzy C-Means dialog box for multispectral images (continued)
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Histogram Equalization: Regional Adaptive

The Histogram Equalization: Regional Adaptive algorithm, a high-pass
filter, enhances the contrast in an image by reevaluating the gray-scale, or
intensity, value of each pixel based on the values of nearby pixels in the
same region.

Background

Features in some images require a larger range of intensity values than are

displayed. Histogram equalization is a method to improve the contrast of an
area in an image by distributing an equal number of pixels across the range
of intensities in the image. This algorithm tabulates the histogram for each

region, then assigns the pixel to the new histogram level.

This algorithm acts in regions of an image, dividing the image into m rows
and n columns. Each region is the source when remapping the histogram,
adapting the value of the pixel to its location in the histogram of the region.

bin width—The permitted range of floating-point values of a pixel to equate to
an intensity level in a 256-color image.

Although, depending on image type, there are some minor variations in how
this algorithm proceeds, generally the algorithm first calculates the bin
width of each region. It then processes each region by judging each pixel’s
location within this new histogram. Regardless of pixel value, the algorithm
remaps the brightest pixel in each region to the brightest value in the
histogram (i.e., 256) and remaps the darkest pixel to the lowest value in the
histogram (i.e., 0) of the pixels’ neighboring region, recording the new
values as pixel-intensity values. The algorithm then processes each of the
remaining regions in the original, or source, image in the same way and
builds a new, or reference, image using the new pixel-intensity values.
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Performing histogram equalization makes it possible to see minor
variations within portions of the reference image that appeared nearly
uniform in the source image. Arithmetically, the process in a region is
rather simple:

N.
L
T

=
Il
™M o~

i=0
where N; is the intensity of the ith pixel, and T is the total number of pixels
in the region.

The reference image using the new histogram is similar to the source image;
however, in areas where the source image had similar values, the reference
image is enhanced. The reference histogram now stretches over a greater
proportion of the possible image intensities (Figure 56).

%€ AHE_original 5/10

22N

4 1706.0
10240 o 20710
Image Intensities
(A} Original, or source,image (B} Histogram for source image

Figure 56. Source image and histogram and reference images and histograms for reference
images that were separated into 1 x 1, 2 x 2, and 3 x 3 regions
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HE_1x1 5/10M:0.5

(C) Reference image that was separated into 1x 1
regions

(E) Reference image that was separated into 2 x 2

regions

Figure 56. Source image and histogram and reference images and histograms for reference

regions

F75
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images that were separated into 1 x 1, 2 x 2, and 3 x 3 regions (continued)

“-pEen

(D) Histogram for reference image that was separated into 1x 1

~FEen

(F) Histogram for reference image that was separated into 2x 2
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Figure 56. Source image and histogram and reference images and histograms for reference
images that were separated into 1 x 1, 2 x 2, and 3 x 3 regions (continued)

% Note: All histograms shown in this section are in log scale in the vertical axis.

The histogram for the source image is very compact in structure; that is, it
has a great number of darker pixels, but very few brighter pixels. In fact, the
bottom-most intensity values make up almost all of the pixels' values in the
image. Note, however, in the histogram of the reference image, the look-up
table is more evenly spread than that of the histogram for the source image.
Also, areas of low intensity and low contrast in the source image were
correspondingly remapped in the reference image to areas of higher
contrast and generally overall brighter values.

Notice that different low areas of the reference image are more
distinguishable depending on the number of rows and columns that divide
the image. The contrast changes are due to which pixel is considered the
brightest and which the darkest in a particular region. The brightest pixel in
a 1x 1 separated image is the brightest of the image. However, when the
image is divided into more regions, the brightest pixel in the region gets
remapped as one of the brightest pixels in the image regardless of its
absolute intensity in the image. Likewise, the darkest pixel in the region is
remapped as one of the darkest in the image regardless of its absolute
intensity.
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The histogram equalization process can enforce certain characteristics
about the image called clipping. As the algorithm processes the image, it
counts out the number of pixels of a certain intensity. Clipping cuts that
counting short; it stores the excess pixels of a particular intensity and
redistributes that number equally among all intensities. For instance, if a
particular intensity must be clipped at 100 and the count is 145, the
algorithm redistributes 45 pixels to other brightnesses. It adds to the count
of each intensity level an equal number of pixels if there are enough excess,
but it attempts to spread the excess over as many pixels as possible.

Figure 57 shows examples of the source image from Figure 56 that was
separated into 1 x 1 regions with no clipping, 45-percent clipping, and 75-
percent clipping.

IMAGE TYPES

You can apply this algorithm to both color and black-and-white images.

SPECIAL NOTES

This algorithm only works on the whole image, not on volumes of interest
(VOIs).

C
°
u
n
1
17060
3410 oMo
Image Intensities
(A) Reference image that was separated into 1 x 1 (B) Histogram for reference image that was separated into 1x 1
regions with no clipping regions with no clipping

Figure 57. Examples of no clipping, 45-percent clipping, and 75-percent clipping
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(E} Reference image that was separated into 1x 1 (F) Histogram for reference image that was separated into 1x 1
regions with 75-percent clipping regions with 75-percent clipping

Figure 57. Examples of no clipping, 45-percent clipping, and 75-percent clipping

REFERENCES

Refer to the following references for more information:

Bob Cromwell, “Localized Contrast Enhancement: Histogram Equalization,” paper on his
web site at http://www.cromwell-intl.com/3d/histogram/Index.html.

Douglas A. Lyon, Image Processing in Java (Upper Saddle River, New Jersey: Prentice-Hall,
1999).
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Tamer Rabie, Rangaraj Rangayan, Raman Paranjape, “Adaptive-Neighborhood Image
Deblurring,” The University of Calgary, Department of Electrical and Computer Engineering
(Calgary, Alberta, Canada: NEC Research Institute, 2002).

John Russ, The Image Processing Handbook (Boca Raton, Florida: CRC Press LLC, 2003).

J. Alex Stark, “Adaptive Image Contrast Enhancement Using Generalizations of Histogram
Equalization,” in IEEE Transactions on Image Processing (May 2000).

Claes Tidestav, “Short Introduction to Adaptive Equalization.” (Uppsala, Swedon: Uppsala
University, April 1996).
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Applying the Histogram Equalization: Regional
Adaptive algorithm

To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any other image processing on the image.

3 Select Algorithms > Histogram Equalization > Regional Adaptive. The
Regional Adaptive Histogram Equalization dialog box (Figure 58)

opens.

4 Complete the information in the dialog box.

5 Click OK. The algorithm begins to run.

Divisions of
width

Indicates the number of times the
algorithm should divide the image in
width to make a region.

If you select 2, the algorithm divides
the image in width by 2 yielding two
areas: a left side and a right side.
Each is used separately for
histogram equalization.

Divisions of
height

Indicates the number of times the
algorithm should divide the image in
height to make a region.

If you select 3, the algorithm divides
the image in height by 3 yielding
three areas: a top, middle, and
bottom part.

Activate
clamping

Allows you to specify the maximum
number of pixels with a certain pixel
bin.

Selecting this check box makes
Fraction of most frequent pixel
intensity active.

rF;i]Regiunal Adaptive Histogram

Equa =

Dirvisions of width 1

[[] &ctivate Claraping

=
Divisions of height 1 j

- Clamping Value -

Fraction of most frecuent pixel miensity (%)

1 Color channel selection
 Destination
@ New image
() Rsplace irnage
0K ‘ | Canrel | ‘ Help

Figure 58. The Regional Adaptive Histogram Equalization dialog box

MIPAV User’s Guide, Volume 2, Algorithms

8/31/07

172



Chapter 2, Using MIPAV Algorithms: Histogram Equalization: Regional Adaptive

MIPAYV

Fraction of Indicates the percentage (1 through 99) of the maximum number of pixels per
most intensity allowed. The algorithm records and redistributes the pixels for any
frequent intensity that has more pixels than the calculated value. The default value is 75
pixel percent. A lower value reduces the contrast of a region and is sometimes required
intensity to prevent parts of the image from becoming oversatured. To use this field, first
(%) select Activate clamping.

Red channel

Treats all of the pixels in the red channel as its own intensity as if the image were
three separate monochrome images (only applicable to color images).

Green
channel

Treats all of the pixels in the green channel as its own intensity as if the image
were three separate monochrome images (only applicable to color images).

Blue channel

Treats all of the pixels in the blue channel as its own intensity as if the image were
three separate monochrome images (only applicable to color images).

New image

Shows the results of the algorithm in a new image window.

Beplace Replaces the source image with the results of the algorithm.

image

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.

Figure 58. The Regional Adaptive Histogram Equalization dialog box (continued)

A pop-up window appears with the status. A series of status messages
appear in the window.

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithm was applied.
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Histogram Equalization: Neighborhood Adaptive

Background

The Histogram Equalization: Neighborhood Adaptive algorithm, a high-
pass filter, enhances the contrast in an image by reevaluating the grayscale,
or intensity, value of each pixel based on a region of nearby pixels.

Features in some images require a larger range of intensity values than are
displayed. Histogram equalization is a method to improve the contrast of
an area in an image by shifting intensity values so that there are an equal
number of pixels in an image in each intensity. This algorithm tabulates the
histogram for a collection of neighboring pixels, sometimes called a kernel
and then assigns the pixel to the new histogram level.

The name of this algorithm signifies that it processes the image by looking
at the neighboring pixels when performing the equalization; hence, the
name Neighborhood, or Local, Adaptive Histogram Equalization. Each
neighborhood of pixels is the source when remapping the histogram,
adapting the value of the pixel to its location in the histogram of the
neighborhood.

The algorithm first collects a list of the pixel's neighbors, calculates the bin
width of the pixel neighborhood, then builds the histogram of the
neighborhood.

bin width—The permitted range of floating-point values of a pixel to equate to
an intensity level in a 256-color image.

The algorithm locates the value of the central pixel in the local histogram
and replaces its intensity with the corresponding value in the histogram of
its neighbors. The algorithm remaps the brightest pixel in a pixel neighbor-
hood to the brightest value in the histogram (i.e., 256) and the darkest pixel
to the lowest value of the histogram (i.e., 0), recording the new values as
pixel-intensity values. It then processes each pixel in this way, remapping
pixel value to intensity as measured against a histogram of the pixel's neigh-
bors until the algorithm finishes checking all pixels of the image against the
histogram of its neighbors and builds a new, or reference, image.
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Performing histogram equalization makes it possible to see minor varia-
tions within portions of the reference image that appeared nearly uniform
in the original, or source, image.

Arithmetically, the process in a neighborhood is rather simple:

J
— Ni
k=Y
i=0

where N; is the intensity of the iy, pixel, and T'is the total number of pixels in
the neighborhood.

Neighborhood size greatly affects the reference image, since the intensity of
each resulting pixel depends on the neighborhood. The more pixels in the
neighborhood that are darker than the current pixel, the greater in intensity
the current pixel becomes in the reference image. Likewise, the shape of the
kernel determines the number of pixels in the neighborhood.

The algorithm creates a kernel around a pixel in a region of the image as
shown in Figure 59. It then ranks the intensity of that pixel as compared to
the surrounding pixels. In the figure, the box is 65 pixels wide. Using a
square kernel, the algorithm collects all the pixel intensities inside the
square and at the edges of the square. (Using a cross kernel, however, it
collects only the intensities under the orange cross-hairs.) It next ranks the
pixel intensity at the center of the cross hairs against the histogram of the
pixels in the kernel.
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In a square kernel, the

—algorithm collects all
of the pixel intensities
inside the square and
at the edges of the

In a cross kemel, the square.

algorithm only collects
intensities under the
arange cross-hairs.

Figure 59. Sample of kernel created by algorithm

The reference image using the new histogram is similar to the source image;
however, in areas where the original image had similar values, the reference
image is enhanced. The output histogram now stretches over a greater
proportion of the possible image intensities.

Figure 60 shows example images that were created by starting with a source
image then using a 21 x 21, a 45 X 45, or 65 x 65 square kernel through the
image.

The histogram of the source image is very compact in structure; that is, it
has a great number of darker pixels, but very few brighter pixels. In fact, the
bottom-most intensity values make up almost all of the pixels' values in the
image. Note, however, in the histogram of the reference image, the look-up
table is more evenly spread than in the histogram of the source image. Also,
areas of low intensity and low contrast in the source image were corre-
spondingly remapped in the reference image to areas of higher contrast and
generally overall brighter values.

Note: The red line at the border of the image is an active image line, a part of
the program to help the user determine which image is on top and not a part of

the image itself.
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Figure 60. A source image and its histogram (A, B) compared to reference images using a
21 x 21 (C, D), 45 x 45 (E,F), or 65 x 65 (G,H) square kernels and 65 x 65 (I,]) cross kernels

MIPAV User’s Guide, Volume 2, Algorithms 177
8/31/07



Chapter 2, Using MIPAV Algorithms: Histogram Equalization: Neighborhood Adaptive

MIPAYV

cogsina Analysis, & Visualization

-y

17060
410
Image Intensities

(E) Reference image using a 45 x 45 square  (F) Histogram for reference image using a 45 x 45

kernel square kernel

~ERe M~

(G) Reference image using a 65 x 65 square  (H) Reference image using a 65 x 65 square kernel

kernel

Figure 60. A source image and its histogram (A, B) compared to reference images using a
21 x 21 (C, D), 45 x 45 (E,F), or 65 x 65 (G,H) square kernels and (continued)65 x 65 (I,]) cross

kernels
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Figure 60. A source image and its histogram (A, B) compared to reference images using a
21 x 21 (C, D), 45 x 45 (E,F), or 65 x 65 (G,H) square kernels and (continued)65 x 65 (I,]) cross
kernels

There are a couple of features to notice about the resultant images. First, the
reference images contain a lot of noise. This noise results because the
algorithm remapped the areas of the image with smooth features using a
histogram used for features with great variation (such as the lung cavity in
the example images). Second, notice that the algorithm remaps large areas
of the same level of intensity values very high-intensity areas. This feature
could be expected, is distracting when viewing the image, and is therefore a
good reason to include a threshholding feature to prevent processing on a
pixel when its intensity is too low.

The histogram equalization process can enforce certain characteristics
about the image called clipping. As the algorithm processes the image, it
counts out the number of pixels of a certain intensity. Clipping cuts that
counting short; it stores the excess pixels of a particular intensity and
redistributes that number equally among all intensities. For instance, if a
particular intensity must be clipped at 100 and the count is 145, the
algorithm redistributes 45 pixels to other brightnesses. It adds to the count
of each intensity level an equal number of pixels if there are enough excess,
but attempts to spread the excess over as many pixels as possible.
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Figure 61. The effect of thresholding on images
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Figure 62. A reference image and histogram with no clipping and with 75-percent clipping
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Figure 63. A reference image and histogram with 45-percent clipping

IMAGE TYPES

You can apply this algorithm to both color and black-and-white images.

SPECIAL NOTES

This algorithm can evaluate the entire image or only specified volumes of
interest (VOIs).

REFERENCES

Refer to the following references for more information:

Bob Cromwell, “Localized Contrast Enhancement: Histogram Equalization,” paper on his
web site at http://www.cromwell-intl.com/3d/histogram/Index.html.

Douglas A. Lyon, Image Processing in Java (Upper Saddle River, New Jersey: Prentice-Hall,
1999).

Tamer Rabie, Rangaraj Rangayan, Raman Paranjape, “Adaptive-Neighborhood Image
Deblurring,” The University of Calgary, Department of Electrical and Computer Engineering
(Calgary, Alberta, Canada: NEC Research Institute, 2002).
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John Russ, The Image Processing Handbook (Boca Raton, Florida: CRC Press LLC, 2003).

J. Alex Stark, “Adaptive Image Contrast Enhancement Using Generalizations of Histogram
Equalization,” in IEEE Transactions on Image Processing (May 2000).

Claes Tidestav, “Short Introduction to Adaptive Equalization.” (Uppsala, Swedon: Uppsala
University, April 1996).

Applying the Histogram Equalization: Neighborhood
Adaptive algorithm
To run this algorithm, complete the following steps:
1 Open an image.
2 Perform, as an option, any other image processing on the image.

3 Select Algorithms > Histogram Equalization > Neighborhood Adaptive.
The Local Adaptive Histogram Equalization dialog box (Figure 64)
opens.

4 Complete the information in the dialog box.
5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. A series of status messages
appear in the window.

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithms was applied.
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129, or type an odd Use as scale maxirum: Slice W
number. [C] Use Thesshold Evaluate piels when ==

Kernel shape Specifies the shape of [[] Use Clamping Fractionof most frequent pixel intensity (%)
the kernel the ~Color channel selection
algorithm should use.

Select either:

e Square—To evaluate

all pixels on any :

column or row away Destination- | Filter

from the central pixel © N & i

to the perimeters of . L
the kernel & gl o | ST ey
e Cross—To choose 0K H Foniel H Help
from only pixels in the

same column or row to

the perimeter of the

kernel as neighbors of

the pixel.

Use as scale Specifies where to find the maximum for the resulting histogram. Select Local,

maximum Slice (default), or Image. Note: This value is predefined for some image formats.

Use threshold Limits the algorithm to evaluate pixels only when above the specified value. By
default, this field is clear and the algorithm therefore evaluates all pixels.

Any given input, however, prevents some pixels from being evaluated. Although
using this option potentially causes some valuable pixels to be lost, it reduces the
noise associated with evaluating the image edges, which is usually only an image
of the imaging device. The default is image minimum value.

Use clamping Indicates the percentage (1 through 99) of the maximum number of pixels per
intensity allowed. The algorithm first calculates the number of pixels per intensity
and then applies the clamping percentage to yield a maximum number of pixels
per intensity allowed. The algorithm records the excess pixels for any
intensity that has more pixels than the calculated value and redistributes
them equally among all intensities. By default, this field is clear; when
selected, 75 is the default percentage.

Red channel Treats all of the pixels in the red channel as its own intensity as if the image were

three separate monochrome images (only applicable to color images). You can opt
to act on any combination of red, blue, or green color channels.

Figure 64. Local Adaptive Histogram Equalization dialog box
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Green channel

Treats all of the pixels in the green channel as its own intensity as if the image
were three separate monochrome images (only applicable to color images). You
can opt to act on any combination of red, blue, or green color channels.

Blue channel

Treats all of the pixels in the blue channel as its own intensity as if the image were
three separate monochrome images (only applicable to color images). You can opt
to act on any combination of red, blue, or green color channels.

New image

Shows the results of the algorithm in a new image window.

Replace
image

Replaces the source image with the results of the algorithm.

Whole image

Applies the algorithm on the entire image.

VOI regions Applies the algorithm to only the selected VOI.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.

Figure 64. Local Adaptive Histogram Equalization dialog box (continued)
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Histogram Matching

The Histogram Matching (also called Histogram Specification) algorithm
generates an output image based upon a specified histogram.

Background

The process of Histogram Matching takes in an input image and produces
an output image that is based upon a specified histogram. The required
parameters for this algorithm are the input image and the specified image,
from which the specified histogram can be obtained.

The algorithm works as follows:

The histograms for the input image p(f) and the specified image pd(g) are
generated. Here, the desired histogram of the specified image is denoted as

pd(g). Cumulative histograms — P(f) and Pd(g) are then generated using the
following equations:

EQUATION 2

,
P(H) = Y p(k)

k=0

EQUATION 3

g
Pd(g) = zpd(k)
k=0

where fand g are the pixel intensity levels.

The transformation function is obtained by choosing g for each f, such that
if g > f, then Pd(g) > P(f). The transformation function is then applied to the
input image to produce an output image by remapping the pixel intensities.
The objective is to find a transformed digital picture of a given picture, such
that the sum of absolute errors between the intensity level histogram of the

transformed picture and that of a reference picture is minimized. Refer to
Figure 1.
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Figure 65. Histograms and cumulative histograms:
(A) histogram of 8x8 pixel image;
(B) cumulative histogram derived from (A);
(C) desired histogram of the same 8x8 pixel image;
(D) cumulative histogram derived from (C); .
(E) gray scale transformation function that approximately transforms
the histogram (A) todesired histogram (C); . .
(F) histogram of gray-scale-transformed image obtained by applying the
transformation function in (E) to the image with the histogram shown in
(A).
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Figure 67. The specified image and its histogram pd(g)
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Figure 68. The result image and its histogram

MIPAV User’s Guide, Volume 2, Algorithms 188
8/31/07



Chapter 2, Using MIPAV Algorithms: Histogram Matching

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

IMAGE TYPES

You can apply this algorithm to both color and black-and-white images, as
well as 2D and 3D images.

NOTES

No notes.

REFERENCES

Rafael C. Gonzalez and Richard E. Woods. Digital Image Processing. Addison-Wesley
Publishing Company, 1992, pp. 173-182

Jae S. Lim. Two-Dimensional Signal and Image Processing. Prentice—Hall, Inc., 1990,
PP. 453-459

Applying the Histogram Matching algorithm

To use this algorithm, do the following;:

1 Select Algorithms > Histogram Tools > Histogram Matching in the main
MIPAV window. The Histogram Matching dialog box (Figure 5)
appears.

2 Complete the information in the dialog box.

3 Click OK. The algorithm begins to run, and a progress bar appears
momentarily with the status. When the algorithm finishes running, the
progress bar disappears, and the results appear in a separate image
window.
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“ 0K | Caneel | Help
New image Shows the results of the algorithm in a new image window
Replace image Shows the results of the algorithm in the same image window
OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.
Help Displays online help for this dialog box.
Figure 69. Histogram Matching dialog box
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2D Histogram

The 2D Histogram algorithm takes as input, two grayscale images or one
color image to create a 2D histogram image based on the data in two input
images.

Background

The active image window is the source image whose frequency values are
placed along the x-axis of the 2D histogram image. The second image forms
the base image whose frequency values are placed along the y-axis of the 2D
histogram image.

If the color image is an input to the algorithm, the user must select which
two color channels should be used for processing.

The user has the option to linearly rescale the second image for both
grayscale and color images. If true, the range of data in second image is
rescaled to be the same as the range of data in the first image. In other
words, the second image minimum is rescaled to the first image minimum
and the second image maximum is rescaled to the first image maximum.
Also, if linear rescaling is used the number of bins in the second image is set
equal to the number of bins in the first image.

e The default number of bins equals the minimum of 256 and (max.
value - min. value + 1) if the data is not float.
o If the data is double or float the default number of bins is set to 256.
The processing of maximum values is specially handled to prevent loss of

top bin counts from rounding errors.

The user has the option to calculate the log of result image for better
visualization.

Figure 72 on page 195 shows the two input images, the output 2D histogram
image and its lookup table.
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IMAGE TYPES
You can apply this algorithm to both color and black-and-white images, as
well as 2D and 3D images.
NOTES
No notes.
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Applying the 2D Histogram algorithm to grayscale
images
1 Select Algorithms > Histogram Tools > 2D Histogram in the main
MIPAV window. The Histogram Two Dimensional dialog box appears.

2 Select the base image from the drop-down list.

3 Check the Linearly rescale 2nd image checkbox if you want to rescale
the 2-nd image. By default, the box is checked.

4 Enter the appropriate bin number for Image1 and Image2. The default
value for both images is 256.

5 Check the Calculate log of the result image checkbox if you want to
calculate the log of the result image for better visualization. By default,
the box is checked. Refer to Figure 71 on page 193 for details.

Histogram 2D with Select the base image from the list box.
<File name> to:

Options
Linearly rescale 2- Use this checkbox if you want
nd image to rescale the 2-nd image. By ;
default, the box is checked.
Histogeam 2D with [33175_31] to: (33175 3
Image 1 bin format Enter the bin number for the .
image 1. The default value is Options
256. Linearly rescale 2nd irage
Image 2 bin format Enter the bin number for the B =
image 2. The default value is Trmage 2 bin nurber 236
256. Caleulate log of the result fmage
OK H Cancel H Help ‘
Calculate the log of Check if you want to calculate the log of the result image for better
the result image visualization. By default, the box is checked.
OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.
Help Displays online help for this dialog box.
Figure 71. The Histogram Two Dimensional dialog box for grayscale
images
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6

Click OK. The algorithm begins to run, and a progress bar appears
momentarily with the status. When the algorithm finishes running, the
progress bar disappears, and the results appear in a separate image
window.

Applying the 2D Histogram algorithm to color images

To run this algorithm for color images, complete the following steps:

1

2

Select Algorithms > Histogram tools > 2D Histogram.

Use the checkbox to select any two colors from red, green, and blue.
Note that, only two colors can be selected.

Check the Linearly rescale 2nd image checkbox if you want to rescale
the 2-nd image. By default, the box is checked.

Enter the appropriate bin number for the two colors selected. The
default values is 256 for both colors.

Check the Calculate log of the result image checkbox if you want to
calculate the log of the result image for better visualization. By default,
the box is checked.

6 Click OK. See Figure 72 on page 195.

The algorithm begins to run, and the pop-up window appears to run with
the status. The following message appears: “Processing Image”. When the
algorithm is completed the pop-up window closes and the 2D histogram
image appears in the new window.
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Select 2 of 3 Use the checkbox to select i —
colors any two colors from red, F—
green, and blue. Note that,
only two colors can be [ ed
selected. V] Green
[ Blue
Options
Linearly rescale green
Red bin mumber 256
Grreen bin nurber 256
Calculate log of the result irage
0K H Cancel H Help ‘
Options
Linearly rescale Use this checkbox if you want to rescale the 2-nd color. By default, the box is
checked.
Color 1 bin Enter the bin number for color 1. The default value is 256.
number
Color 2 bin Enter the bin number for color 2. The default value is 256.
number
Calculate the log Check if you want to calculate the log of the result image for better
of the result visualization. By default, the box is checked.
image
OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.
Help Displays online help for this dialog box.

Figure 72. The Histogram Two Dimensional dialog box for color images
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Creating a histogram summary

Sometimes it is more useful to display information in graphical form. At
other times, a tabular form is easier to use. In MIPAV, you can view the
frequency, or intensity level, distribution in an image or VOI region in
either form. To view the information as a graphic representation, you would
use either the LUT icon on the image toolbar or the LUT menu in the
MIPAV window (refer to “Improving contrast by generating and modifying

. histograms” in Chapter 1, "Getting Started Quickly with MIPAV").
However, to view the information in a tabular form, you use the Histogram
Summary command on the Utilities menu. You can also save the histogram
summary information in a TXT (.txt) file.

Applying Histogram Summary to the image

To create a histogram summary on an entire image

1 Open an image.

2 Select Utilities > Histogram Summary in the MIPAV window.
Frequency distribution information appears on the Data page in the
Output window (Figure 73).

The histogram summary table includes the following
four columns, see Figure 73:

¢ Image name—Name of the image
¢ Intensity value—Value of the pixel

e Count—Number of times that pixels of this intensity value occur in
the image

¢ Square area or cubic volume—For 2D images,

area = count x x resolution x y resolution. For 3D images,

volume = count x x resolution x y resolution x z resolution.
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Train_211_elone intensity = -3367.12451171875 count = | wolurae = 1.0 cubic Milliveters 1=
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hrain_ 211 _clone intensitizs = -2803.89433125 to -2802. 19287100373 count =4  solume = 40 eubic Millimeters
hrain_ 211 _clone intensities = -2760. 423037109373 to -2380.197021 434375 count =3 wilurne = 3.0 oubiz Millireters
hrain_ 211 _clone intensities = -2460 013310546373 to -2203 DE0AFIZI0ATS count =& wilumne = 9.0 oubiz Millireters
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Train_211_elong intensities = -1617. 50867968735 to -1335 D166250TA3625 court = 82 wolmne = 82.0 cubic Millimeters
Train_211_elone intensities = -1335.01501 46484375 to - 1048 05297851 5625 count = 162 wolone = 169.0 cubic Millimeters
Train_211_eclone intensities = -1046 482177734375 to -T60. 7704467773438 court = 334 wvolone = 334.0 cubie Millimeters
Train_211_clong intensities = -759 8737182617188 to -473. 7447814941406 court = 717 wolurae = 717.0 cubic Millimeters
hrain_ 211 _clone intensitizs = -472 70574951171875 to - 186 3941 650390625 count = 2129 volume = 2129 0 cubic Millimeters
hrain_ 211 _clone intensities = -185.72422790527344 o 101 25727844238281 count = 231365 volurae = 2313650 cubiz Millimeters
hrain_ 211 _clone infensities = 101 32520050043822 to 388 5452820859375 count = 410125 volurae = 4101250 cubie Millimeters
hrain_211_clone intensities = 388 T2ESTAAANL 5625 to 675 STTEB0EI93TS count = 534886 wolume = 534886 0 cubic Millireters
hrain_211_clone intensities = 675 8982543845313 to 963 1005839375 count = 334948 wolurme = 324948 [ cubic Millimeters
hrain_211_clone intensities = 963 2172241 210938 to 1250 2728271484375 conmt = 223026 wolurae = 2230260 cubic Millireters ~|

Square area for 2D images or cubic wolume for 3D images

Figure 73. Histogram summary in the Output window

To create a histogram summary on a VOI
1 Open an image.
2 Delineate a VOI on the image.
3 Select the VOI.

4 Select Utilities > Histogram Summary in the MIPAV window.
Frequency distribution information appears on the Global Data page
and on the Data page in the Output window.

To save the histogram summary

1 Select File > Save Messages in the Output window. The Save dialog box
opens.

2 Type a name and extension in File Name. Make sure that you use the
*.txt extension.

3 Click Save. MIPAV saves the histogram summary under the specified
name.
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Number of bins

Specify the number of bins

here. The default value is
256. Bins
R . . i Hureber of bins: 256
Whole image Check thls option if you want ® Whol e
Create _hlstogram for the o
whole image.
VOI regions Check this option if you want oL H ancel H e ‘

create histogram only for
selected VOI regions.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.

Help Displays online help for this dialog box.

Figure 74. The Histogram summary dialog box options
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This algorithm generates a mask, with a specified intensity, of the region
inside or outside the contoured VOI groups that are delineated on an image.
This algorithm is an alternative to the other mask-generation methods
discussed in Volume 1 of the MIPAV User’s Guide.

Y. Tip: If you have already used contours to delineate a VOI, you might want to
use this method because it provides a quick means to create a mask.

Background

When you apply this algorithm, enter the intensity value that fills the mask.
Then indicate whether you want the algorithm to fill the area inside or
outside of the contoured areas. When this algorithm runs, it determines
which areas are contoured and fills the areas inside or outside of the
contour with the specified intensity value (refer to Figure 75).

54 genormcor.img 17734 M:1.0 (O] X Masked image 17/34 M:1.0 Hi=l E3

Figure 75. Mask algorithm processing
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IMAGE TYPES

You can apply this algorithm to 2D, 2.5D, 3D, and 4D images. However, you
cannot apply the algorithm to RGB images.

SPECIAL NOTES

If the intensity is higher or lower than the original extremes, the LUT is
modified so that the new intensity is incorporated. After this algorithm is
run, you may need to manually adjust the LUT so that you can see the
structures clearly.

REFERENCES

There are no references for this algorithm.

Applying the Mask algorithm

To run this algorithm, complete the following steps:
1 Open an image, in Default view, in an image window.

2 If not done already, contour the desired VOIs. MIPAV applies the mask
to every VOI in the dataset, regardless of group affiliation. For more

guidance on contouring a VOI, refer to volume 1 in the MIPAV User’s
Guide.

3 In the MIPAV window, select Algorithms > Mask. The Mask Image
dialog box (Figure 76) appears.
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Value used to fill
VOI(s)

Indicates the intensity value
that replaces the existing
value inside or outside the
region bound by the VOI

Faen A
k4 Mask image

Interior/exterior
fill

contours. SEALuEIEL
) ) 0 Value used to fill VOIfs)

To replace the intensity value = ;
inside the VOI region, type a el
value in this text box and then ) Exterior fill
select the Interior/exterior fill ] o

~Destination
check box.

® New image
To replace the intensity value _
outside the VOI region, simply () Replace image
type a value in this text box.
0K | ‘ Cancel ‘ | Help

If selected, changes the

intensity values of the region
bound by the VOIs to the
intensity value indicated in
Value used to fill VOI(s).

New image

If selected, indicates that the results of the algorithm appear in a new image
window.

Replace image

If selected, indicates that the results of the algorithm replace the current active
image.

OK Performs the Mask algorithm on the selected images based on your choices in
this dialog box.

Cancel Disregards changes you made in this dialog box and closes the dialog box.

Help Displays online help for the algorithm.

Figure 76. Mask Image dialog box

4 Enter the parameters and indicate whether to fill the region inside or
outside of the region bound by the VOI contours. Enter the destination
information (refer to the previous table for more information).

5 When complete, click OK.

A status window appears with the following message: “Masking” to
indicate that the software is generating the mask by replacing the
intensity levels. MIPAV then remaps the intensity values in the dataset
to the LUT. The new masked image appears.
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the original image, the new intensity value that you specified may be much
higher or lower than the majority of other intensity values in the dataset. To
change the LUT, do one of the following: (1) Click Quick LUT. Move the cursor
to the resultant masked image and draw a box around an area where the
intensity value was not changed. MIPAV uses these values to remap the
image data to the LUT. (2) Adjust the LUT in the Lookup Table window. For

more information on how to do this, refer to the MIPAV User’s Guide, Volume
1.

v Tip: If the resulting masked image looks significantly lighter or darker than

MIPAV User’s Guide, Volume 2, Algorithms 202
8/31/07



Chapter 2, Using MIPAV Algorithms: Microscopy: Colocalization Orthogonal Regression

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Microscopy: Colocalization Orthogonal
Regression

This algorithm quantifies automatically the amount of colocalization in
images. Recently, this method was used to quantify protein-protein
interactions from colocalization data analysis of two-color confocal
microscope images. The method was accurate enough to determine
dissociation rates of two interacting proteins labeled with fluorescence
reporters in live cells. This method may be helpful in answering other
biological questions that involve protein-protein interactions or co-
compartmentalization.

Disclaimer: Colocalization cannot distinguish interaction from co-
compartmentalization for compartments below light resolution (i.e.,
distances less than 200 nm).

The theory of colocalization assumes that a high level of similarity between
two spatial patterns implies proximity of the two proteins, which implies
direct or indirect protein binding, or co-compartmentalization, of the
proteins.

Specifically, the algorithm creates a 2D histogram from two colors of a
single image or from two black-and-white images. It uses an orthogonal line
fit of the histogram data to generate a correlation line through the
histogram. Upper right region rectangles with lower left corners on the
correlation line are used as colocalization regions, regions where both of the
two colors are significantly above background. The colocalization frame is
tied to the original or modified source image or images so that only the
pixels located in the colocalization region are displayed. A user-movable
point allows for the display of source image pixels and statistics associated
with different upper right colocalization regions. When not in free range
mode, the point must move along the correlation line. In free range mode,
the point can move anywhere in the histogram buffer.

In summary regarding the usage of this algorithm, one must make sure that
the images acquired have low noise levels and no bleed through and that the
optical setup used for each color leads to the same point spread function

(PSF) and is free of registration errors. Assumptions made in this approach
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Background

are that pixel intensities linearly relate to concentration of molecular
species being measured and that a pixel is either colocalized or not.

Based on the type of image, when this algorithm is used, either the
Orthogonal Regression Colocalization dialog box for color images or the
Orthogonal Regression Colocalization dialog box for grayscale images
(Figure 77 on page 213) opens.

As an option, the Colocalization Orthogonal Regression algorithm can
perform background level subtraction on images. If the Subtract average
VOI level check box is selected, then the algorithm calculates the average
pixel levels in the yellow VOI in one-color images or in the two yellow VOIs
in two black-and-white images. It then subtracts these two background
levels from the 1 or 2 source images. If a registration was also selected, the
background determinations occur before registration, and subtraction
occurs after the registration. After the subtraction is performed, any pixels
with negative values are set to zero.

As an option this algorithm can perform image registration before
performing colocalization. If you select the Registration before
Colocalization check box on the Orthogonal Regression Colocalization
dialog box, this algorithm runs another algorithm—the Optimized
Automatic Registration (OAR) 2D algorithm—first. In this registration,
both images or colors are moved halfway to a common center point. The
registration is always done on the entire image. The only registration
parameter that you can vary is the cost function. Although correlation ratio
is the default cost function, you can select least squares, normalized cross
correlation, or normalized mutual information instead.

After registration, this algorithm performs colocalization on the registered
image or images rather than on the original image. After subtraction, this
algorithm performs colocalization on the subtracted image or images rather
than on the original image. If the maximum data range is decreased, then
the number of histogram bins decreases if necessary so as not to exceed the
actual number of channels in the data range.

The amount of colocalization can be measured with the linear correlation
coefficient.
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Let L be the linear correlation coefficient
Let the two channels be R and G

Let the average values be R and G

Then

Z((Rl' _1_2) X (Gi - G))
i

L =
«/Z(mi‘ﬁ)z) x 2((Gi‘ G)Z)

This is equivalent to the more traditional form of the equation:
NzRiGi - ZRiZ Gi

2 2
,/NZR? ~(ZR) JNZGf ~(¥6))

where N is the number of pixels.

The linear correlation coefficient ranges from -1 to 1 with o the value for
random patterns and 1 the value for 100-percent colocalization. Negative
values of the coefficient are not used for colocalization since that would
indicate an anticolocalized situation with a bright pixel in one channel
implying a dim pixel in another channel.

Note: The medical literature on colocalization refers to the traditional linear
correlation coefficient as Pearson's coefficient.

This algorithm uses the linear least squares method of calculating the best

line fit for green = a x red + b. It uses an orthogonal line fit where the
minimized distance measurements are orthogonal to the proposed line.
This is an orthogonal regression as opposed to a traditional direct
regression of dependent y variable green on independent red variable x,
which would minimize the vertical distances between the points and the
fitted line. An inverse regression of red on green would minimize the
horizontal distances between the points and the fitted line. All three lines
pass through the point (x, 7), but the three lines only coincide if the
correlation coefficient equals -1 or 1. Use of a direct regression only makes
sense if one variable is dependent and one variable is independent. Since
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the red and green dyes used in colocalization are best thought of as two
independent variables, the orthogonal regression is most appropriate.

% Note: Orthogonal regression is also called total least squares.

Points that are part of the dataless background in both images are excluded
from the regression line calculations. Let R be the red channel and G be the

green channel. If R; < backgroundl and G; < background2, the point i is not

included in the regression line calculations. If the image is not a floating
point image, backgroundi= 1.0 and background2 =1.0. In floating point
images, the image minimums are used as backgrounds so that no points are
excluded. Note that there are two VOIs: the yellow background subtraction
VOI and a nonyellow VOI used to delineate the region of the image included
in calculations. You can select to use points from the entire image, only
points from the contour VOI region, or only points allowed by a mask file.

the VOI by dragging it with the mouse to another region on the image. When
the mouse button is released, the calculation is performed again updating the
histogram. This allows the calculation to be performed with the same contour
VOI in different positions.

V Tip: If VOI region is selected, then, after the algorithm is run, you can move

The optional second iteration, thresholding, is different from the first
iteration thresholding. In the first iteration, points are only excluded if they
are below both background1 and background2. However, in the second
iteration, points are excluded if they are below either lastPositive1 or
lastPositive2. The (lastPositive1, lastPositive2) is the last point going from
top to bottom on the first iteration regression line before an L-shaped
subthreshold region with a zero or negative linear correlation coefficient is
found. In the second iteration, the L-shaped subthreshold region
determined from the first iteration is excluded from the regression line
calculations. The default is to not perform a second iteration.
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The slope and offset of the orthogonal regression line can be obtained from
the eigenvector of the smallest eigenvalue of the 2 by 2 matrix:

(count— 1) x sample y variance =~ — (count— 1) x sample xy covariance
— (count— 1) x sample xy covariance count— 1) x sample x variance
ple xy p

The eigenvector has the components (direction x, direction y).

S 2 2
slope of the line = direction y _ Vy—Vx+ “/ (Vy—=Vx) x4Cxy
direction x 2Cxy

where

S = slope of the line
V= variance

C = covariance
offset = y—Sxx

Let n be the normal vector to the orthogonal regression line.

Let theta be the angle from the x axis to the normal.

n = XxxcosO+yxsin0

where

0 = arctan (slope)
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The minimized residue, the mean square error (MSE), is given by the
following;:

. 2 . . . L2
MSE = variance x x (cos ) + covariance xy x sin 20 + variance y x (sin 0)

. . 2 . 2
= (variance x + 2slope x covariance xy + slope” x variance y) /(1 + slope™)

A histogram buffer is generated with bin1 counts along the x axis and bin2
counts along the y axis. The Orthogonal Regression Colocalization dialog
box allows you to specify the two bin numbers. The default is the range of
the data (max - min +1) or 256, whichever is less, for nonfloating point
images and 256 for floating point images.

The algorithm calculates the linear correlation coefficients for all pixels
whose values are either below threshold in buffer or are below

a x threshold + » in secondBuffer. This is the L-shaped subthreshold region.
The algorithm calculates along the color that has the greatest range along
the line segment. The line segment's (colori,color2) point just above the
point where the linear correlation coefficient becomes negative or zero is
taken in a nonrigorous fashion as the threshold point separating upper right
rectangular colocalized data from the lower left L-shaped noncolocalized
data.
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The algorithm calculates the percent colocalization area, the percent red
colocalization, and the percent green colocalization. Each point has a red
value = threshold and a green value = secondThreshold. Thus, each point

defines an upper right rectangular region characterized by red > threshold and

green > secondThreshold .

The percent colocalization area is 100 times the number of pixels belonging
to the upper right rectangular region divided by the number of pixels in the

entire image or selected VOI.

Percent

If Limit colocalization to pixels >= threshold is ...

Selected

Not selected (default)

Red colocalization

100 x —

where

R = Sum of the red values in the
upper right rectangular region

RT = Sum of the red values >= red

threshold in the image or selected
VOI

100x1—§
i

where

R = Sum of the red values in the
upper right rectangular region

R[ = Sum of the red values in the

image or the selected VOI

Green
colocalization

100 x —

where

G = Sum of the green values in the
upper right rectangular region

GT = Sum of the green values >=

green threshold in the image or
selected VOI

100 x —

where

G = Sum of the green values in the
upper right rectangular region

G, = Sum of the green values in the

I
image or the selected VOI

Wy

Note:Only pixels with at least one of the two levels above background that you
specify in the Orthogonal Regression Colocalization dialog box are included in

any of the above sums.

MIPAV User’s Guide, Volume 2, Algorithms

8/31/07

209



Chapter 2, Using MIPAV Algorithms: Microscopy: Colocalization Orthogonal Regression

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

IMAGES TYPES

You can apply this algorithm to both color and black-and-white 2D or 3D
images.

SPECIAL NOTES

Limitations to colocalization include the following:

¢ The inability to distinguish binding proteins from nonbinding proteins
located within a cellular compartment smaller than the resolution of
light microscopes (rough 200 nm)

e All current colocalization methods, including this one, force each pixel
to be classified as either entirely colocalized or entirely noncolocalized
signals. Clearly, this is not the case. Unfortunately, a method that
treats each pixel as the sum of colocalized and noncolocalized signals
has not been developed yet.

¢ An important note regarding quantitative colocalization is the need to
use low-noise images to make accurate measurements since two
identical signals become more and more uncorrelated as their signal-
to-noise ratio decreases. The amount of noise in a region of interest
can be determined by measuring the Pearson correlation coefficient of
two consecutive acquisitions of the same channel. For example, one
could try to keep all images with a correlation above 90 percent (e.g.,
increasing laser power, using more averages). Also, in order to
compute accurately each colocalized fraction, the background must be
subtracted from each channel.

¢ Other important notes regarding the usage of this algorithm: One must
make sure that the images acquired have low-noise levels and no
bleedthrough, and the optical setup used for each color leads to the
same PSF and is free of registration errors. Assumptions made in this
approach are that pixel intensities linearly relate to concentration of
molecular species being measured and that a pixel is either colocalized
or not.
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Applying the Microscopy: Colocalization Orthogonal
Regression algorithm

To run this algorithm, complete the following steps:

1

2

Open either one color or two black-and-white images.

Select Algorithms > Microscopy > Colocalization > Orthogonal
Regression.

Depending on whether the image is grayscale or color, the Orthogonal
Regression dialog box for grayscale images (Figure 1) or the Orthogonal
Regression box for color images (Figure 2) opens.

Complete the information in the dialog box.

4 Click OK.

The algorithm begins to run, and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and
a 2D histogram with a correlation line and statistics for the threshold
point appears in a new window.

Use the mouse to move the point to see the statistics for different upper
right rectangular colocalization regions. This colocalization frame is tied
to the original or modified color source image or to the two original or
modified grayscale source images. Only those pixels belonging to the
upper right colocalization regions are visible in the source images. If you
want to move the point off the line, select Free range mode.

If you created a VOI on the source image and selected the VOI region in
the dialog box, then you can drag the VOI with the mouse. When you
release the mouse, the algorithm recalculates using the new VOI
position and updates the histogram.
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MIPAYV

Megical Image Processing Analysis & Visualization
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dialog box for color images dialog box for grayscale images

Figure 77. Orthogonal Regression Colocalization dialog boxes for (A) color and (B) grayscale
images
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Channel selection Color images: Specifies the colors to use in color images.

e If only two of the channels contain data, then only a label appears. For
example, if only red and green are present, then the label Colocalization of
red with green appears.

e If all three color channels have data, then red, green, and blue check
boxes are present. Select two of the three check boxes. By default red and
green are selected.

Grayscale images: Specifies the second grayscale image to be used.
Select one from the list box.

Registration before Performs registration on an entire image before performing colocalization.
colocalization When you select Registration before colocalization, the Cost function box
becomes available.

By default, registration is not selected.

Cost function Specifies the cost function to be used during registration. You can specify
correlation ratio (default), least squares, normalized cross correlation, or
normalized mutual information.

To make this box available, you must first select Registration before
colocalization.

VOI background Calculates the average background levels in the yellow VOI and subtracts

subtraction them from the rest of the image if Subtract average VOI level is selected.
The subtraction results are clamped to be >= zero. The default is no
subtraction.

Bin numbers Specifies the number of histogram bins to be used in the 2D histogram.

The default is the range of the data or 256, whichever is less, for
nonfloating point images and 256 for floating point images.

Options Second iteration excluding subthresholded region—Excludes the L-
shape subthreshold region determined from the first iteration from the
regression line calculations.

By default, this check box is clear.

Limit colocalization to pixels >= threshold—Uses, in red colocalization,
only pixels with red values >= red threshold in the denominator sum and,
in green colocalization, only pixels with green values >= green threshold in
the denominator sum. The default value is not selected.

Figure 77. Orthogonal Regression Colocalization dialog boxes for (A) color and (B) grayscale
images (continued)
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Colocalization
region

Whole image—Makes calculations on the whole image. By default, this
option is selected.

VOI region—Makes calculations on only the pixels in the VOI. To enable
this option, a contour VOI must be present in the image.

After this algorithm run and the histogram is produced, if you drag the VOI
with the mouse and then release the mouse button, the system recalculates
using the new VOI position.

Mask file—Makes calculations on only the pixels in the mask.

Selecting this option enables the Choose mask file button.

Choose mask file—Allows you to select a mask file.

Free range Toggles between requiring the point to be in the least squares line and
allowing the point to be anywhere in the histogram buffer. By default, the
free range mode is not selected.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the
dialog box.

Help Displays online help for this dialog box.

Figure 77. Orthogonal Regression Colocalization dialog boxes for (A) color and (B) grayscale

images (continued)

MIPAV User’s Guide, Volume 2, Algorithms 215

8/31/07



Chapter 2, Using MIPAV Algorithms: Microscopy: Colocalization Orthogonal Regression

MIPAV
COLOCALIZATION HISTOGRAM WINDOW
The Colocalization Histogram window (Figure 78) contains a 2D histogram
with a correlation line and a mouse-movable point on the correlation line.
As the point is
[F;‘]'“k{:iney_;ug-{S_ser-S M1ﬂ @E}
He Hel )
Reset | Q Q | h« Brighiness | ]Kg“| R.eg;umH Free range |
. ¥ colocalization volume = 51 32230
¥o kidnewr_augl5 serS colocalization = 99 99857
¥ kidnesr augls serf colocalization = 09 99771
Linear correlation coefficient for all pixels shove backeround = 0.8810219
| e e AR = DR S el R R e el (TR T ey el e S
169.0
File Close Colocalization—Closes the colocalization window.
Help About Colocalization—Displays online help for this window.
Reset Moves the movable point to the position where the linear correlation coefficient of
the L-shaped subthreshold region has gone from negative or zero to positive.
Magnify Magnifies the histogram by 2.
image 2.0X
Magnify Magnify the histogram by one-half.
image 0.5X

Figure 78. 2D Histogram window
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MIPAYV

Displays Displays the Lookup Table (LUT) dialog box, which allows you to specify the LUT

Lookup for this histogram.

Table (LUT)

Brightness Displays the Brightness/Contrast dialog box, which allows you to adjust the
brightness and contrast in the histogram.

Log Toggles the histogram between showing counts and log;g (1+ histogram counts).
The default is no log function.

Region Toggles the histogram between not showing lines and showing the bottom and

left lines for the upper right colocalization region. The default is not to show the
lines.

Figure 78. 2D Histogram window (continued)

moved, the statistics at the top of the frame change to reflect the changed
upper right rectangular colocalization region whose lower left corner is
selected by the point. The colocalization frame is tied to a version of the
source color image or to the versions of the two source black-and-white
images, so that only those source image pixels in the upper right
colocalization region are visible in the source images.

The percent colocalization area, the percent red colocalization, and the
percent green colocalization change with the point location. Each point has
a red value = threshold and a green value = secondThreshold. Thus, each
point defines an upper right rectangular region characterized by red >=
threshold and green >= secondThreshold.

The percent colocalization area is given by 100 times the number of pixels
belonging to the upper right rectangular region divided by the number of
pixels in the entire image or the selected VOI. If limit colocalization to pixels
>= threshold is not selected, the percent red colocalization (refer to

Figure 79) is given by 100 times the sum of the red values in the upper right
rectangular region divided by the sum of the red values in the image or the
selected VOI. The percent green colocalization is given by 100 times the
sum of the green values in the upper right rectangular region divided by the
sum of the green values in the image or the selected VOI.
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Use the Reset
button to return
the movable point
back to the
automatic colocal-
ization values.

Left boundary of the

red threshold

Maouse-movable point

54 ph21361 M:1.0

File Help
Reset @ < h_ Brightness E |m Free range
% colocalization area = 73.15009
% red colocalization = 99 967476

% green colocalization = 9993178
Linear correlation coefficient for all pixels above background = 09021257

Linear comelation coefficient = 00011720604 for pimls with red = 12 or green < 09162564

Upper right
colocalization
region

]

e
-~ /

-
- 3 "
e V4 Correlation line
/

/ /'

Green intensity

starts here initially but h
can be moved up and L-shaped subthreshold

down the correlation

line

Figure 79. Colocalization Histogram window showing a histogram for a color image in which red
and green color localization was done

Note that only pixels above at least one of the two backgrounds are included
in any of the above sums.

If limit colocalization to pixels >= threshold is selected, the percent red
colocalization is given by 100 times the sum of the red values in the upper
right rectangular region divided by the sum of the red values >= the red
threshold in the image or selected VOI. The percent green colocalization is
given by 100 times the sum of the green values in the upper right
rectangular region divided by the sum of the green values >= the green
threshold in the image or selected VOLI.
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X Cell2_0_3D009_register_register M:2.0

(A} The histogram as it appears when it was first generated with the (B) The original image.
mouse-movable point at the beginning of the correlation line.

Cell2_0_3D009_register_register M:2.0[x |

(C) The histogram when you move the point up and down the (D) The image for the histogram in C.
correlation line. Notice on the right the changes to the image as
you maove the point.

l(=igure ?0. The effect on the image when dragging the mouse-movable point on the histogram
part 1
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|

4 Cell2_0_3D009_register_register M:

[A) Histogram after moving the point to the middle of the correlation (B) Image as it looks after moving the point to the middle of the correlation line on
line the histogram (notice the reduction on colocalization green and red pixels)

¥4 Cel 12_0_3D009_register_register M:2.0 g

(C) Histogram in which the point has maoved higher on the correlation (D) Image showing that the number of colocalized green and red pixels
line decreases when the point is moved higher on the correlation line

l(=igure ?1. The effect on the image when dragging the mouse-movable point on the histogram
part 2
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Transfer (FRET)—Acceptor Photobleaching

Microscopy: Fluorescence Resonance Energy
Transfer (FRET)—Acceptor Photobleaching

Background

This algorithm uses acceptor photobleaching to compare the proximity of
fluorescent-labeled molecules in two 2D images over distance:

e An image before acceptor photobleaching, also referred to as the
prebleached image

e An image after acceptor photobleaching, which is the postbleached
image

FRET refers to the nonradiative transfer of energy from an excited state
donor fluorescent molecule to a nearby acceptor fluorescent molecule. The
energy transfer efficiency E, defined as the number of energy transfer events
divided by the number of photons absorbed by the donor, is related to the
distance R between the acceptor and donor by:

()]

where Ro, the Forster critical distance, is the distance at which E = 0.5.

E =

EQUATION 4

We also have

FDA
E=1-—/ EQUATION
=D Q 5
where FDA is the donor fluorescence in the presence of an acceptor and FD

is the donor fluorescence in the absence of the acceptor.
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The equivalent of an acceptor's absence can be created by photobleaching
the acceptor. Thus, a method using equation 5 can be performed on a single
sample by measuring the donor fluorescence before and after
photobleaching the acceptor molecules.

Because FRET falls off as the sixth power of the distance between the donor
and the acceptor, no FRET occurs for distances greater than 2R0. Since Ro
is on the order of 10 to 70 Angstroms, by performing FRET measurements it
is possible to distinguish proteins that are merely nearby in the same
compartment from those proteins that are interacting with each other.

To access the FRET algorithm, you first open the two images in question
and then select Algorithm > Microscopy > FRET in the MIPAV window.

Since unbleached acceptors quench the donor fluorescence with FRET and
bleached acceptors do not quench donor fluorescence, the postbleached
image donor fluorescence is greater than the prebleached image donor
fluorescence.

In the Fluorescence Resonance Energy Transfer dialog box, you may choose
as an option to register the two images before running the FRET algorithm.
During registration MIPAV registers the prebleached image to the
postbleached image and uses correlation ratio as the default cost function.
However, other cost functions available for use include least squares,
normalized cross correlation, or normalized mutual information. After
registration MIPAV runs FRET on the registered prebleached image rather
than on the original prebleached image.

To run the algorithm, you must first delineate a VOI on the postbleached
image. This requires that you select Add required donor fluorescence VOI in
the dialog box and then return to the MIPAV window to choose an ellipse
VOI, rectangle VOI, polyline VOI, or levelset VOI with which to draw the
VOL. You can then, as an option, also identify a background VOI on the
image by selecting Add optional background VOI and repeat the steps
performed in drawing the required donor VOI. The VOIs must all be placed
in the postbleached image, and the background region has a smaller average
intensity than the donor region.

As an option, you can use both a signal normalization VOI and a
background VOI. However, to use a signal normalization VOI, you must
have a background VOI.
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For color images, select the color corresponding to the donor fluorescence.
For example, if the donor fluorescence is blue, select blue. If the donor
fluorescence is red, select red.

% Note: Only one color is used from a color image.

If a background VOI is present and no signal VOI is present, the average of
the prebleached background is subtracted from the average of the
prebleached donor region. The average of the postbleached background is
subtracted is subtracted from the average of the postbleached donor region.
Then, the energy transfer efficiency is calculated as (background subtracted
postbleached donor intensity - background subtracted prebleached donor
intensity)/background subtracted postbleached donor intensity.

Let b and s be the prebleached background and signal values, and let b2 and
s2 be the postbleached background and signal values. Then, the following
equation is used to linearly scale a donor value from the prebleached image
into a donor value in the postbleached image range:

_ ((s2-b2) (b2 xs1—bl x52)
t ((sl—bl))xp+ (s1_b1)

where
L = Linearly scaled prebleached donor

P = Prebleached donor

Then
Efficiency = (Postbleached donor — Linearly scaled prebleached donor)
Postbleached donor

IMAGE TYPES

You can apply this algorithm to two 2D images or one 2-slice 3D image.

NOTES

None.
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Applying the FRET algorithm

To use this algorithm, do the following:

1 Open two 2D images or one 2-slice 3D image that contain fluorescent-
labeled components. The Load Bleached ROI message (Figure 82)
appears.

Load Bleached ROI

~ Do you want to load the bleached ROI?

Yes No

Figure 82. Load Bleached ROI message

2 Click Yes. MIPAV loads the images along with the bleached region of
interest (ROI).

»

3 Select the prebleached image (refer to “Selecting Image Slices Quickly
below).

4 Select Algorithms > Microscopy > FRET in the MIPAV window. The
FRET dialog box (Figure 83) appears.
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Selecting Image Slices Quickly

If the images or images slices are in the same file, you can quickly jump

from one image or slice to another by using A , the Decrements image

slice icon, or » , the Increments image slice icon.

5 Select the postbleached image.

6 Select—for color images—the fluorescence color in the Color selection

panel.

Note: The Color selection panel does not appear in the dialog box if the images
are grayscale or black and white. Also, the number of colors that you can select
in the Color selection panel depends on the number of colors in the images. If,

for example, only red and green appear in the images, then those are the only
colors listed. If three colors are present, then red, green, and blue appear.
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Prebleached
image

Specifies the image before
acceptor photobleaching.

Postbleached
image

An image after acceptor
photobleaching.

Add required
donor
fluorescence VOI

Adds a mandatory VOI to
the postbleached image.

Add optional
background VOI

Adds an optional
background VOI on the
postbleached image.

Add optional
signal
normalization VOI

e

il

[ Select posthleach VOIs -

) sdd recpuired donor fluorescence YOI
1 5ad optional backeround YOI
2 A optional siznal norrealization TOI

[ Color selection
Select 1 of the colors

Requires that a background ® Green
VOI be used. Adds an () Blue
optional signal normalization -

VOI on the postbleached [ Registration -

image.

[C] Registration before FRET

¥ Fluorescence Resonance Energy Transfer @

[ Image with pre and post hleaching -
Itnage: RestCFP-Res YFP3

Color selection
(only appears for
color images)

Select one of the available
colors—red, green, or blue—
that corresponds to the
fluorescence-labeled
component being quantified
in the images. By default,
red is selected. Note that
only colors that appear in
the images are listed in this
panel.

OK ‘ ‘ Cancel ‘ ‘ Help

Registration
before FRET'

Registers the prebleached image to the postbleached image. The default is no
registration. Selecting this check box enables the Cost function list.

Cost function

Specifies the registration cost function. You may select correlation ratio (the
default), least squares, normalized cross correlation, or normalized mutual
information. To use this item, you must first select Registration before FRET.

Create
registration image

Creates the registered image in a separate image window. To use this check
box, you must first select Registration before FRET. By default, this check box
is selected when registration is selected.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this dialog
box.

Help Displays online help for this dialog box.

Figure 83. Fluorescence Resonance Energy Transfer (FRET) dialog box

7 Select Add required donor fluorescence VOI.
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8 Go to the MIPAV window, and select one of these icons from the VOI
toolbar:

Draw rectangle VOI i

Draw ellipse VOI ©

£
Draw polygon/polyline VOI

e Draw levelset VOI

H FRETimage2. M:1.0

(A) Prebleached image (B) Postbleached image

Figure 84. Example of (A) prebleached image and (B) postbleached
image after FRET algorithm was applied

9 Draw the VOI on the postbleached image. The VOI appears in red.

% Note: In drawing these VOIs, you do not need to first select the New VOI icon.

10 Go to step 12, or, if you wish, create an optional background VOI using
the following directions:

a Select Add optional background VOI in the Select postbleach VOIs
panel in the dialog box.
£y ()
b Go to the MIPAV window and select i , © , , Or to draw a

rectangle, ellipsoidal, polygon/polyline, or levelset VOI on the
image. A blue VOI appears on the postbleached image.
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Background region: The background region should not contain any structures
and should be darker than the donor region.

11 Go to the next step, or, if you wish, create an optional signal
normalization VOI.

a Select Add optional signal normalization VOI in the Select
postbleach VOIs panel in the dialog box.

&5 &)
b Go to the MIPAV window and select i , © , , Or to draw a

rectangle, ellipsoidal, polygon/polyline, or levelset VOI on the
image. A green VOI appears on the postbleached image.

Note: To use an optional signal normalization VOI, you must create a
background VOI.

12 Register the images as an option by doing the following:

a Select Registration before FRET.

b Select a cost function in the Cost function list. The default cost
function is correlation ratio, but you can select least squares,
normalized cross correlation, or normalized mutual information.

¢ Select or clear Create registration image. Since registration is far
more time consuming than calculating FRET, if you selected the
Registration before FRET check box, the Create registration image
check box is selected by default.

13 Click OK. The algorithm begins to run, and a progress bar appears
momentarily with the status.

When the algorithm finishes running, the progress bar disappears. The
data appears on the Data page in the Output window (Figure 85).
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L’;‘] Qutput: FRETimage1

File FEdit

CEEX

H[ & i

17 a a Dam i i A
Prebleached backeround intensity = 1125732

Prebleached donor intensity = 114.08056

Background subtracted prebleached donor intensity = 15067596
Postbleached background intensity = 10682675

Posthleached donor intensity = 1086025

Background subtracted posthleached donor intensity = 1.7757492
Efficiency = 0.15147248

Figure 85. FRET data in the Data page of the Output window

Note: If you chose to register the images, the registered image appears in a

separate image window, and the FRET data appears on the Data page in the
Output window.
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Microscopy: FRAP (Fluorescence Recovery
After Photobleaching)

This algorithm allows the determination of an association rate, a

dissociation rate, and a diffusion transfer coefficient by measuring the
recovery of fluorescence in a photobleached area by diffusion from the
nonphotobleached surround. The first images in a series of images over
time are generally not photobleached. Photobleaching is then used to create
a narrow band, small circle, or other small VOI where almost all of the
fluorescence is removed. The normalized recovery of fluorescence over time

tis modeled as bottom + span x (1 — re® - (1- F)eBt) .

A complete photobleaching would reduce the fluorescence to zero.
However, a fluorescence level of bottom rather than zero may be measured

after photobleaching. As time approaches infinity, the terms re*’ and

(1-T )eB ! go to zero, and the measured fluorescence approaches bottom
plus span, which is the mobile fraction.

The algorithm uses curve fitting to determine alpha, beta, gamma, bottom,
and span. It then uses alpha, beta, gamma, and the ratio of the
photobleached region fluorescence after bleaching to before bleaching to
determine the association rate, the dissociation rate, and the diffusion
transfer coefficient.

The mathematics of FRAP is based on compartmental modeling in which
the compartments must be homogeneous. That is, the fluorescence within a
compartment must not have a spatial gradient. If a compartment is not
homogeneous, the algorithm cannot be used. More advanced algorithms
must then be used to divide the compartments into multiple compartments
or introduce partial differentials with respect to distance.

Background
As an option, you may choose to perform registration before running the
FRAP algorithm. During the registration, MIPAV registers slices to the first
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slice after photobleaching. Although the default cost function is correlation
ratio, you can select instead least squares, normalized cross correlation, or

normalized mutual information. By default the registered image appears in
a frame.

% Note: MIPAV runs FRAP on the registered image rather than on the original
image.

The algorithm uses only one color in a color image. If a color image is
registered, the registration is based only on this selected color, but all colors
in the registered image undergo the same transformation.

Recommendation: Because registration takes far more time than the FRAP
calculation, if more than one FRAP calculation is a possibility, save the

registered image to use in future FRAP calculations.

For images that have a photobleached narrow band with two neighboring
unbleached regions, MIPAV uses the equations described in Using FRAP
and Mathematical Modeling to Determine the In Vivo Kinetics of Nuclear
Proteins by Carrero, McDonald, et al. (refer to “References” on page 243).
Similar equations were derived for images that have a photobleached circle
inside an unbleached region, and solutions were also implemented for the
pure 1D diffusion case and for the single exponential model.

To perform FRAP on an image, you select Algorithms >Microscopy >FRAP.
The Fluorescence Recovery after Photobleaching dialog box appears. The
first task is to delineate the following VOIs on the image:

¢ A red required photobleached VOI
e A green required whole organ VOI
¢ An optional blue background VOI

In delineating VOIs for FRAP, it is not necessary to select the New VOI icon.
The procedure is to simply select the Add required photobleached VOI
option on the FRAP dialog box and then, after selecting an Ellipse,
Rectangle, Polyline, or Levelset icon in the VOI toolbar in the MIPAV
window, draw the VOI on the image. The required photobleached VOI
appears in red on the image.

You return to the FRAP dialog box to create the next required VOI: the
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whole organ VOI. Select the appropriate option on the FRAP dialog box—in
this case. Add required whole organ VOI—and then select the Ellipse,
Rectangle, Polyline, or Levelset icon in the VOI toolbar and draw the VOI on
the image. This VOI appears in green on the image.

As an option, you can create a third VOI by selecting Add optional
background VOI on the FRAP dialog box and repeating the previous steps
for drawing the VOI, which appears in blue, on the image.

after Photobleaching (FRAP) dialog box appears using the instructions provided
in the section on “Applying the FRAP algorithm” on page 244. VOIs created
outside the dialog box may not have the right colors.

% Note: You must create these VOIs on the image after the Fluorescence Recovery

The VOIs must all have curves present in the first slice after photobleaching
(there is no reason to put curves in any other slice). As it runs, the algorithm
propagates the photobleached and whole organ VOIs to the other image
slices. The background VOI is not propagated to other slices. The pho-
tobleached VOI should be contained within the whole organ VOI. The whole
organ region has a greater average intensity than the photobleached region,
and the optional background region has a smaller average intensity than the
photobleached region.

The algorithm uses the average of the background VOI from the first slice
after photobleaching to obtain the background constant, which is
subtracted from the photobleached intensity and whole organ intensity
measurements. It then obtains the ratio Fa/Fo, in which Fa is the first slice
after photobleaching and Fo is the slice just before photobleaching.

Even with low illumination during the recovery phase, fluorescence loss
through photobleaching is expected to occur over the course of the recovery
curve. For this loss the time that matters is the exposure time for each slice
picture and not the absolute time at which the exposure was made. Since the
exposure time for each slice is the same, the time here is proportional to the
number of slices. The background corrected photobleached values are
divided by the background corrected whole organ values to correct for this
loss of fluroescence.

The algorithm then normalizes the values of the (corrected photobleached/
corrected whole organ) by dividing by the value of this ratio just before
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photobleaching. These normalized photobleached ratios are fitted to a
slightly modified version of equation 19 in the Carrero article:

p

R(1, o, B,T) = bottom + span x (1 —-Te™ — (1 -T)e"') with 0>a>p and

12T'20.

The mobile fraction equals bottom + span. In this curve fitting the time used
is the time elapsed since photobleaching. Alpha, beta, gamma, and the ratio
of the whole organ region fluorescence after bleaching to before bleaching
are output. The dissociation rate, the association rate, and the diffusion
transfer coefficient are obtained from alpha, beta, gamma, and the
afterBeforeRatio.

For narrow band 2D, the effective diffusion coefficient in micrometers per
second is found from the diffusion transfer coefficient. The software
measures the photobleached width w as the minimum dimension of the
photobleached VOI bounding box and measures the whole organ length [
along the same direction.

TP . Uw)
D eff diffusion transfer coefficient x w x 0
For 1D pure diffusion fitting, the following equation applies:

EQUATION 6

2
1(¢) = I(final)| 1 — W

(Alwz + 4ntDeff)

where

tis time
I'is the photobleached fluorescent intensity

w is the width of the bleaching along the membrane in micrometers
(um)

Deffis the effective 1D diffusion to coefficient in micrometers? per
second

MIPAV User’s Guide, Volume 2, Algorithms 233
8/31/07



Chapter 2, Using MIPAV Algorithms: Microscopy: FRAP (Fluorescence Recovery
MIPAYVYV After Photobleaching)

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Doy

Fitting data for the above equation solves for —
w

Then:

D
Deff_ —2><p><p
w

You can select an optional check box on the FRAP dialog box to double
check the Gauss-Newton nonlinear fitting results with a simple grid search
pattern. The software calculates the Sum of Squares of Errors (SSE) at every
legal point on a grid and then finds the sum of the squares of the fitted
photobleached data minus the actual photobleached data for every slice
starting with the first slice after photobleaching.

For the 2D narrow band and 2D circle photobleached models, the algorithm
uses a 3D grid with 201 alpha points, 201 beta points, and 101 gamma
points. It then varies both alpha and beta from 0.05 times the values found
in the nonlinear fit to 20 times the values found in the nonlinear fit. It
geometrically increments the values so that each value is about 1.03 times
as great as the previous value and arithmetically increments gamma by 0.01
from o to 1.

The algorithm finds the global SSE minimum and, if present, any local SSE
minimums, which are the lowest point in a 5 by 5 by 5 cube. The 3D space is
searched with the restriction that beta <= alpha. Points with beta > alpha
are not included in the 3D search and are simply filled in with SSE values
equal to 1.1 times the SSE maximum found over the permissible space. The
search is conducted with the bottom and span values kept fixed at the values
found by the nonlinear fit. Since these values are very likely to have been
accurately determined, this should not be a problem. In any event a search
over a 5D space would be very time consuming. A 201 by 201 by 101 3D
error image is created to display the calculated SSE values. The error image
name is the source image name with _err appended on the end.

Point VOIs appear at the locations of the global minimum and at local
minimums if any exist. The algorithm stores point VOIs in a folder titled
defaultVOI_sourceImageName__err. For the pure 1D fit and the single
exponential fit, the search is simply one dimensional; therefore, the
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D
software does not create an error image. For the pure 1D fit, 201 —e{f values

w
going from 0.05 times the nonlinear fit value to 20 times the nonlinear fit
value are used to calculate SSE. For the single exponential fit, 201¢4alf half
values going from 0.05 times the nonlinear fit value to 20 times the
nonlinear fit value are used to calculate sse.

In the derivation for the case in which the photobleached area is a circle,
there are only two compartments:

¢ 0, the inside of the circle
¢ 1, the outside of the circle

The equations are:
EQUATION 7

dulf _

o7 D1 xuof+ D2 xulf—kaxuOf+ kd x u0b

‘%f = DI xu0f—D2 x ulf—ka x ulf+kdx ulb

du0b
dt

dulb
dt

_(—_fa :(@)
Dl ((Fa+FO—Fa))Dt Fo/ P!

b2 < (L) o= (302

ka x uQf—kd x u0b

= kaxulf—kdxulb

As expected

D1+ D2 =Dt
u = (u0f, ulf,u0b, ulb)

w0 - (0.(55) (7)o () (7))
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The eigenvalues are found by setting the determinant to zero (0):

EQUATION 8
-D1—-ka-e D2 kd 0
D1 —-D2—ka-e 0 kd
ka 0 —kd—e 0
0 ka 0 —kd—-e

This gives the equation:

4+(D1+D2+2ka+2kd)><62+(D1><ka+2D1 ><kd+D2><ka+2D2><kd+ka2
-2kaxkd+kd2><e2+D1 xkaxkd+D1xkd2+D2><ka><kd+D2><kd2)><e:O

Using D1 + D2 = D, the above equation factors as:

e><(e+ka+kd)><(62+(D+ka+kd)><e+D><kd)=0
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The quadratic gives the roots alpha and beta with

o =-sl+s2
B=-s1-52

where

| = (D +ka+kd)
2

S A/((D+ka T kd)> — 4D x kd)
2

The eigenvalue e = 0 gives the eigenvector:

(ZD
5
((Dl x ka)
(D2 x kd

The eigenvalue e = —ka—kd gives the eigenvector:

(53

(2
D
The eigenvalue e = o gives the eigenvector:

The eigenvalue e = B gives the eigenvector:
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1
D1 x (kd + )
(D2><kd+cx><kd+(x><D2+ocxka+oc2)
ka
(kd + )
D1 x ka
(D2><kd+a><kd+(x><D2+ocxka+oc2)
D1 x ka
(D2><kd+[3><kd+BxD2+Bxka+[32)
Let the eigenvectors be v1, v2, v3, and v4. Let the matrix V be given by:
vll v21 v31 v4l
v12 v22 v32 v42
v13 v23 v33 v43
v14 v24 v34 v44
Let the vector C be
cl
c2
c3
c4
Remembering that «0 is the vector of initial conditions, we wish to solve:
VC = u0
Adding equations 1 and 3:
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cl+c2+c3+c4=0(1)
ka) ( ka ( ka )) _
~= _ + | — + —
(k xel-e2 (ka+kd + oc)) xe3 (kd+ B xc4=003)

yields equation 5:

EQUATION 9

Adding equations 2 and 4:

((ka + kd)) <eld (M} “ 3

kd (kd + @)
(ka+kd+B) _
(W) x c4 = 0(5)

EQUATION 10

yields equation 6:

EQUATION 11

Multiplying 5 by % and adding to 6 yields:

D1 x (ka+ kd) o
( (D2 x kd) ) cl

+[ D1 x (ka+ kd + &) xes
(D2 xkd+oaxkd+oxD2+axka+a

+[ D1 x (ka + kd + B) . XC4:%(6)
(D2 xkd+Bxkd+BxD2+Bxka+p

EQUATION 12
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D1 D1
p— + p—
by xcl by x c2
. D1 x (kd + o) o3

(D2><kd+0c><kd+oc><D2+oc><ka+a2)

+( D1 x (kd +B) ZJX“‘
(D2xkd+Bxkd+Bxkd+PBxkd+BxD2+pxka+p

(@) @)@

(oreai) <<t (5) <2

{ (D1 x ka) s
(D2xkdxoaxkd+oxD2+axka+a

D1 x ka
+[ 2ch4
(D2 xkd+Bxkd+BxD2+Bxka+p

(w7

which simplifies to:
EQUATION 13

Multiplying equation 1 by % and adding to equation 2 yields:

EQUATION 14
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{ (D1 x (ka +kd + o) (DIX(k?J;zder)a)ﬂXﬁ
D2 x +a

(D2><kd+a><kd+axD2+on><ka+a2)
+[ D1 x (ka+ kd + ) _Dlx(ka+kd+[3)}xc4=@
(D2xkd+Bxkd+BxD2+pxkatpry (P?*Kd+B)

FO

—Dl><0£><(ka+kd+0£)2 <3
(D2><(kd+a)x(D2xkd+(x><kd+oc><D2+(x><ka+(x2))

2

2
. —D1 x B x(ka+kd+p) XC4=[L3(7)
(D2 x (kd+B)x (D2 xkd+Bxkd+BxD2+Bxka+p"))

—(ka+kd+a)

(kd+ @) and adding to equation 7 yields:

Multiplying equation 8 by

{ —ax D1 x (ka+kd + o) }Xd
(D2><(D2><kd+oc><kd+ot><D2+oc><ka+oc2))
—BxD1x(katkd+B) _ kd Fa
J’_ = — —_—
{ xcd ((kaJrkd *Fo
(D2x (D2 x kd+PBxkd+BxD2+Bx +B°))

EQUATION 15

c4 = ax(%)xsz(szkd+B+kd+BxDz+[3xka+32)

) (kd +B)
[(ka +kd) x B x (B — o) x D1+ (ka + kd + )]
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This simplifies to:

EQUATION 16

Fa
(Fd) x D2 x kd+ (=D + ka + kd—282)

[D x (ka + kd) x 452]
Substituting c4 back into equation 8 yields c3:
EQUATION 17

Bx(g—g)><D2><(kd+0t)><(D2xkd+on><kd+ot><D2+a><ka+oc2)
c3 =

[ax (o —PB)x DI x (ka + kd) x (ka + kd + )]

This simplifies to:

EQUATION 18

(@) « D2 x kd x (D —ka— kd—252)
4 _ \FO

[D x (ka + kd) x 452]

Putting c3 and c4 in equation 5 and solving for c1 yields:

EQUATION 19

(%) « D2 x kd
cl =

" [D x (ka + kd)]

Putting c1, c3, and ¢4 into equation 4 and solving for c2 yields c2 = o.

Thus, the solution is:

EQUATION 20

ulf = cl+ cBe(a x1) + c4e(B x 1)

F0) (D x (ka + kd)) o

:[(Fa) D2 x kd JX{1+D—ka—kd—2S2+(—D+ka+kd—2S2)
482¢ 45268 %!

The above equation is normalized by dividing by
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EQUATION 21

(1’;‘01) « D2 x kd

(D x (ka + kd))

The coefficient of exp(alpha*t) in the normalized equation equals -gamma

so T =LY k‘z& é‘d 252)  and the normalized equation can be written

as:
EQUATION 22

e(aXt)f(l—F)e(BXt)

uof normalized = 1-T

IMAGE TYPES

You can apply this algorithm to both color and black-and-white 3D images.
However, with color images, the algorithm uses only one of the colors.

SPECIAL NOTES

This algorithm can only be used when the fluorescence is homogeneous in a
compartment. If the fluorescence has spatial gradients across a compart-
ment, a model using partial derivatives with respect to distance should be
employed.
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Applying the FRAP algorithm

This section explains how to run the FRAP algorithm and how to modify the
appearance of the resulting graph windows.

To run the FRAP algorithm
1 Open a 3D color or 3D black-and-white image.

2 Select Algorithms > Microscopy > FRAP. The Fluorescence Recovery
after Photobleaching dialog box (Figure 88) opens.
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Add required

Applies a mandatory

photobleached photob|eached VOI, which '@JFluorescence Recovery after Photobleaching
VOI appears in red, to the first image Select VOIs

slice after photobleaching. Make .

sure that the VOI delineates the ® b epuied photobleehed V01

photobleached area. By default,

this radio button is selected. ) Adi optional baskgromd YOI
Add required Adds a mandatory whole organ e

. . € parameters

whole organ VOI, which appears in green, to o _
vo1l the first image slice after First slice after photobleaching (1-2) (R

photobleaching. This VOI should
contain the entire photobleached
VOI and should be brighter than
the photobleached VOI.

Photobleached model assumed in analysis

@ 2D Ciwcle

) 2D Nartow band

All optional Adds an optional background 1D

background VOI, which appears in blue, to . .

VOI the first image after - Single Exponential
photobleaching. This VOI should O

delineate a featureless area that
is darker than the photobleached
area.

Input parameters
Color selection Select one of the available Radius of bleach spot (wn) oo |
(only appears colors—red, green, or blue— Diffusion constant (an*mases) oo |
for color listed that corresponds to the
images) fluorescence undergoing Regisiration

photobleaching. By default, red is
selected. However, if red is single
valued, the default is green.

First slice after
photobleaching

Type the slice number of the first
slice after photobleaching. If the
image’s file header contains this
information, the slice number
appears. Otherwise, the default
is 4.

[ Grid search with pararnster variation

[ ] Registratinn befors FRAP

O

OK | ‘ Cancel ‘ ‘ Help

2D narrow Assumes a narrow photobleached band surrounded by a large unbleached region

band on each side. Unless a photobleached region circle is found in the file header, the
default value is 2D narrow band.

2D circle Assumes a small circle in the midst of a large unbleached region. If the file
header for the image contains information that the photobleached region is a
circle, the default is 2D circle.

iD Assumes pure 1D diffusion.

Figure 86. Fluorescence Recovery after Photobleaching dialog box
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Single
exponential

Assumes recovery according to a single exponential.

Grid search
with parameter
variation

Conducts a double check by grid search.

Registration
before FRAP

Registers the image slices that are not aligned. Select this item so that slice
alignment occurs before FRAP. The default is no registration.

Cost function

Specifies the registration cost function. You may select correlation ratio (the
default), least squares, normalized cross correlation, or normalized mutual
information. To use this item, you must first select Registration before FRAP.

Create
registration

Creates the registered image in a separate image window. To use this item, you
must first select Registration before FRAP. By default, this item is selected.

image

OK Applies the algorithm according to the specifications made in the dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this dialog
box.

Help Displays online help for this dialog box.

Figure 86. Fluorescence Recovery after Photobleaching dialog box (continued)

3 Select for color images the fluorescence color in the Color selection
panel.

Note: Only the color that you select has a role in the FRAP mathematics.

4 Read to see, if an information panel is present, if either the shape of the
photobleached region or the first slice after photobleaching is specified.

5 Go to the MIPAV window and adjust the image slice slider to display the
first slice after photobleaching.

6 Type the number of the first slice after photobleaching in the text box in
the Slice parameters panel.

)@ Remember: The slice number appears on the title bar of the image window.
As you move the image slice slider in the MIPAV window to the right, the slice
number increases. As you move it to the left, the slice humber decreases.

7 Select Add required photobleached VOI in the Select VOIs panel in the
FRAP dialog box.
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8 Go to the MIPAV window, and select one of these icons from the VOI

toolbar:

e Draw rectangle VOI o

e Draw ellipse VOI ©

£
e Draw polygon/polyline VOI

@
e Draw levelset VOI

9 Draw the VOI on the image. The VOI appears in red.

% Note: In drawing these VOIs, you do not need to first select the New VOI icon.

10 Select Add required whole organ VOI in the Select VOIs panel in the
FRAP dialog box.

. a5 @
11 Create a whole organ VOI by selecting . , © , ,or to draw a

rectangle, ellipsoidal, polygon/polyline, or levelset VOI on the image
around the whole organ region in the first slice after the photobleaching.
A green VOI appears on the image.

{sh_3703_1 9nem:1.0 [C)BX)

Figure 87. An image with a required photobleached VOI in red and a
whole organ VOI in green
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Whole organ region: The whole organ region should entirely contain the
photobleached region and be brighter than the photobleached region.

12 Go to the next step, or, if you wish, create an optional background VOI
using the following directions:

a Select Add optional background VOI in the Select VOIs panel in the
FRAP dialog box.

&% O]
b Go to the MIPAV window and select U , © , , Or to draw a

rectangle, ellipsoidal, polygon/polyline, or levelset VOI on the image
around the background region in the first slice after the
photobleaching. A blue VOI appears on the image.

Background region: The background region should not contain any structures
and should be darker than the photobleached region.

13 Register the image slices as an option by doing the following;:
a Select Registration before FRAP.

b Select a cost function in the Cost function list. Although correlation
ratio is the default cost function, you can also select least squares,
normalized cross correlation, or normalized mutual information.

¢ Select or clear Create registration image. Since registration is far
more time consuming than calculating FRAP, selection is the
default.

14 Select the photobleached model assumed in analysis:
2D narrow band

2D circle
e 1D
Single exponential

15 Select Grid search with parameter variation if you want to double check
the nonlinear fitting engine with a grid search.

16 Click OK.

MIPAV User’s Guide, Volume 2, Algorithms 248
8/31/07



Chapter 2, Using MIPAV Algorithms: Microscopy: FRAP (Fluorescence Recovery
MIPAYVYV After Photobleaching)

The algorithm begins to run and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and
the following windows appear:

e Photobleaching Recovery Curve window (Figure 88), which displays
a graph of the fitting of the normalized photobleached region
recovery curve (the calculated parameters appear on the Data page
of the Output window)

Photobleaching Recovery Curve

EEX

File Edit Views
Uncorrected Photobleaching Recovery Curye I._|@g]
- Photobleaching Recovery Curve File Edit Vi
L e neorrected Photohleaching R, c
1MTecte otohleaching Recovery Curve
s T
L 2
F oo.es
o /\
o
z F l02.26
1
s 0.63 G
C
e L1]
n r
c £ s
=]
0.31 c
e
n
C
€ g3.93
0.0 e
-52.0 3.25 r
oniie Uncorrected whole organ [_|EIE]
File Edit Views
Seconds |-
91.0
%105 Uncorrected whole organ
111.55
\
F L0571
1
u
o
r
e
2 99.86 i
C | f
e / i
n i |
(=] " |
€ 54,02 :
§5.18
-19.5 35.75 al.0o
.12 63,37
Seconds

Figure 88. Graph windows: Photobleaching Recovery Curve, Uncorrected Photobleaching
Recovery Curve, and Uncorrected Whole Organ windows
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File Open Graph (Ctrl0)—Allows you to open a previously saved graph. When you select this
command, the Open Graph Data dialog box appears.

Save Graph (CtrIlS)—Allows you to save a graph as a .PLT file. When you select this
command, the Save dialog box appears.

Print Graph (CtrIP)—Allows you to print the graph. When you select this command, the
Print dialog box appears.

Close Graph (CtrIX)—Closes the graph immediately.

Edit Delete Function—Allows you to delete a specified function on the graph unless the graph
contains only one function.

Copy Function—Allows you to copy the function that you specify.

Paste Function—Allows you to paste a previously copied function to the graph.

Views Modify Graph Features—Allows you to change all of the graph features, such as the
names and colors of the functions, the background color of the graph, the ranges used,
whether the gridlines appear, and so on. When you select this command, the Modify Graph
window opens.

Reset Range to Default—Changes the range displayed in the graph to the default range.

Reset Graph to Original—Changes the range displayed in the graph to the original
range.

Graph Displays the amount of fluorescence over time (seconds).

Figure 88. Graph windows: Photobleaching Recovery Curve, Uncorrected Photobleaching
Recovery Curve, and Uncorrected Whole Organ windows (continued)

e Uncorrected Photobleaching Recovery Curve window (Figure 88)
e Uncorrected Whole Organ window (Figure 88)

If you selected Create registration image in the FRAP dialog box, an
image window with a registered source image appears.

Note: All of the three graph windows—the Photobleaching Recovery Curve,
Uncorrected Photobleaching Recovery Curve, and Uncorrected Whole Organ

windows—have the same menus and commands that work in the same way.

If you selected Grid search with parameter variation in the FRAP dialog
box and either 2D narrow band or 2D circle, a 201 by 201 by 101 3D
error image is created to display the sum of squared error values.
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To print graphs
In a graph window:
1 Select File > Print, or press Ctrl P on the keyboard. A Print dialog box
(Figure 89) appears.
Frinter
Hame: FProperties. ..
Status: Ready
Type: hp deskjet 840c series
Where:  LPT1:
Comment: [ Print to file
PFrint range Copies
& Al Hurmber of copies: m
" Pagez  from: ’1— tox ’1—
" Selection Ijl g
OK | Cancel
Figure 89. Print dialog box
2 Select the printer, print range, and number of copies.
3 Click OK.
To save graphs
1 Select File > Save, or press Ctrl S on the keyboard. The Save dialog box
appears.
2 Select a directory in which to store the graph.
3 Type a name for the graph, including the .PLT extension, in the File
Name box.
4 Click OK.
To open previously saved graphs
1 Select File > Open, or press Ctrl O on the keyboard. The Open dialog box
appears.
2 Navigate to the directory where the graph is stored.
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3 Select the name of the graph.
4 Click OK.

To close graphs

Select File > Close, or press Ctrl X on the keyboard. The graph window
closes.

To change the appearance of the graph window

Using the Modify Graph Features command on the Views menu of each of
the graph windows, you can change how the data appears in each graph.
When you select Views > Modify Graph Features, the Modify Graph dialog
box opens.

File Fiit | Views |
Modify Graph Features
Reset Range to Default

Figure 90. Modify Graph Features command on the Views menu in
a graph window

The Modify Graph dialog box (Figure 91) allows you to change the
following:

The appearance of the graph

Whether legends for functions appear on the graph

The color and visibility of functions and whether points appear on the
functions

Mathematical adjustments to the functions
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Madify Graph

| Graph. ||

¥ Gridlines Visible A Wrber AT Aovie (oo,

1 s ) = The check marks mean that the

vl MrT:kMM gridlines and tick marks appear in
J

the graph. If you clear the check
baxes (remove the check marks),

otchlesching Recovery Curve| Tithe the gridlines and tick marks disap-
= pear from the graph.
[ = ¥l Auto Shrink Rarge
Secords ¥-hzs Label
0o | M. for Rangs (=01)
Fluorescerce Y-z Label ]- 972613 I Max for Range (1 057261
Reset Defauli Range
| Apply Cancel

Figure 91. Modify Graph dialog box showing the Graph page

To change the displayed titles of graphs
Changing the title of graphs is very easy.
1 Select Views > Modify Graph Features in the graph window. The Modify
Graph Features dialog box opens.

2 Type the new title in Title. You can simply type over the current title of
the graph.

3 Click Apply.

To change the background color of graphs

1 Select Views > Modify Graph Features in the graph window. The Modify
Graph dialog box opens.

2 Click Change background color on the Graphs page. The Pick
Background Color dialog box (Figure 92) opens.

3 Select a color on the one of the pages in the dialog box: Swatches, HSB,
or RGB page.

4 Click OK. The Pick Background Color dialog box closes.
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5 Click Apply. The Modify Graph dialog box closes. The background of the
graph window should now be the color you selected.
Change Allows you to change the background color of the grid. By default, the

background color is light gray. When you click this button, the Pick
Background Color dialog box opens.

Pick background color gl

Swatches | HSE | RGB |

Recent:
C]

| ok || cancel || Reset |

Auto shrink
range

Allows you to adjust the display of the Y axis of the graph. By default, this
check box is selected.

Minimum for
range

Specifies the minimum value for the Y axis, which must be 0.0 or less. The
default value is 0.0.

Maximum for
range

Specifies the maximum value for the X axis, which must be 1.0 or more. The
default value is 1.0.

Reset default
range

Reinstates the default range for the graph, which means that the value of
Minimum for range returns to 0.0 and the value for Maximum for range
returns to 1.0.

Apply Applies immediately the changes to the graph according to the specifications
in this dialog box but keeps this dialog box open.

Cancel Disregards any changes that you made in the dialog box and closes this dialog
box.

Help Displays online help for this dialog box.

Figure 92. Pick Background Color dialog box

To return the graph window to its default settings

If you made changes in the way a graph appears in the Modify Graph dialog
box and now would like to return to the default settings, select in the graph
window View > Reset Graph to Original or press Ctrl Z on the keyboard.
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To return the range displayed in the graph window to
its default settings

The Modify Graph dialog box allows to change the range that is displayed in
a graph window. If, after modifying the range, you want to reinstate the
minimum and maximum values in the range for a graph, do either of the
following;:

In the graph window
Select Views > Reset Range to Default.
In the Modify Graph dialog box

1 Select Views > Modify Graph Features in the graph window. The Modify
Graph dialog box opens.
2 Select Reset default range.

3 Click Apply.
The range returns to its default settings.

To display legends for functions

1 Select Views > Modify Graph Features in the graph window. The Modify
Graph dialog box opens.

2 Click Legend. The Legend page (Figure 93) appears.
3 Select Show legend.
4 Accept or change the names of the functions in the text boxes.

5 Click Apply. The legends should appear in the graph window.
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‘ Apply “ Cancel

Figure 93. Legend page in the Modify Graph dialog box

To change the appearance of functions

1 Select Views > Modify Graph Features in the graph window. The Modify
Graph dialog box appears.

2 Click Functions. The Functions page (Figure 94) appears.
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Figure 94. Functions page in the Modify Graph dialog box

3 Select Points visible if you want to display all of the points on the
functions.

4 Change the color of each function by clicking Change function color.

5 Click Apply. In the graph window, the appearance of the functions
should display according to your specifications.

To apply mathematical changes to the functions

1 Select Views > Modify Graph Features in the graph window. The Modify
Graph dialog box appears.

2 Click Fitted Functions. The Fitted Functions page (Figure 95) appears.
3 Select Fit linear or Fit exponential. The default choice is None.
4 Select the functions to which these changes should be made.

5 Click Apply. The functions should change according to your
specifications.
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Figure 95. Fitted Functions page in the Modify Graph window
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Microscopy: Blind Deconvolution

Background

Blind Deconvolution is a technique, which permits recovery of the target
object from a set of blurred images in the presence or a poorly determined
or unknown Point Spread Function (PSF). In optical microscopy, blind
deconvolution is used to remove the blurring induced by the limited aper-
ture of the microscope objective. Instead of subtracting blur from the image,
a part of the light contribution to the blurred pixels is reassigned to the cor-
rect in-focus location in the image.

To properly reassign the intensity values in the chosen image, the imaging
system must be modeled. The model includes known attributes such as the
objective numerical aperture, the refractive index of the sample immersion
medium, and the wavelength of the light used to image the sample (either
reflected light or fluorescence). Refer to page 264 for more detail.

An optical imaging system is then modeled as a convolution of the target
image with a PSF. Here, the PSF is assumed to have a Gaussian shape. This
convolution is considered to produce the blurred image. To de-blur the
image, the convolution is reversed, and the blurred image is deconvolved
with the same PSF. Images can be deconvolved using a PSF that is
measured directly by imaging certain types of samples, such as fluorescent
beads; or the PSF can be estimated based on the optical parameters of the
microscope (imaging system). In blind deconvolution, an estimated PSF is
used, and both the estimated (de-blurred) image and the PSF image are
recovered by the deconvolution process.

Blind deconvolution works through an iterative process. After the deconvo-
lution step, the estimated image produced by the deconvolution is corrected
by comparing it to the original blurred image. The same correction is also
applied to the PSF image. The corrected estimated image and PSF are later
used in the next deconvolution step, and are further refined through the
successive iterations. See algorithm details on page 260.

An initial estimate for the target image is set to be the converted input
image, while the initial estimate for the PSF is determined as a Gaussian
kernel of size 3x3 for 2D images or 3x3x3 for 3D images. Once the estimate
and PSF images have been initialized the algorithm computes new
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estimates with the iterative process as shown below. Refer to equations 23
— 25:

EQUATION 23

A D) = 290 ) 2/ P 0 2) 0 K, 0.2)) 0 1P (9 -2)]
EQUATION 24

R 0000, 2) = AP0, 2 0, 2) /0.0, 2) 0 10(x, 3, 2)) 0 AP (o, 9, —2)]
EQUATION 25

h(k+1)(x,y, z) = conszraints(h'(k+1)(x,y, z))

Here:

n(x, y, 2) is the original input image

K(k) . . . .
(x,y,2) is the estimated input image

(k)
h(x, y, 2) is the estimated PSF

(k+ 1)
h (x,,2) is an unconstrained PSF

(k) (k)
AUy, z) e b (x,p,2) represents convolution

This algorithm uses a numerical method to calculate a maximum-likelihood
estimation of the input image using the steps described in equations 23 —
25.

1 An initial estimate of the input image is made;

2 This estimate is, then, convolved with a theoretical PSF calculated based
on the optical parameters of the imaging system. See “Computing
convolution” on page 261;

3 The resulting blurred estimate is compared with the input image;
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4 After that, a correction is computed and employed to generate a new
estimate. The same correction is also applied to the PSF, generating a
new PSF estimate.

5 The PSF estimate is constrained to form the new PSF estimate for the
next iteration. Refer to “PSF constraints” below;

6 In the further iterations, the PSF estimate and the image estimate are
updated together.

COMPUTING CONVOLUTION

Convolution is computed by taking the Fast Fourier Transformation (FFT)
of the images, multiplying in Fourier space, and then taking the inverse
FFT. Refer to Section “Fast Fourier Transformation (FFT)” on page 62 for
more information about FFT.

If the extents of the input image are not a power of 2, the nearest power of 2
for each dimension is estimated and the input image is resampled to the
power of 2 for efficient computation of FFT.

PSF CONSTRAINTS

It is possible to incorporate some prior knowledge about the PSF into the
algorithm. It has been shown that the solution to the PSF has to be
constrained in some way so that reconstructions had resemblance to the
true object and true PSF. Hence, the following constraints are applied to the
PSF image before the next iteration:

Unit summation — all intensity values in the PSF image must sum to 1.
Hourglass — limits the energy of the PSF so that portions of the
background intensity, which lie outside an hourglass (or disk for 2D),

are not assigned to the PSF.

Band-limit and missing cone — constraint the Fourier transform of the
PSF (the optical transfer function) to be band-limited.

Non negativity — ensures that the PSF has no negative values.
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IMAGE TYPES

You can apply this algorithm to color and grayscale, 2D and 3D images.

Note: For color images, the input color image is, first, converted into grayscale.
After that, the deconvolution process is performed on the grayscale
representation of the image. And in the final processing step, the color values
are restored by iterating once through the deconvolution process for each source
channel using the estimated image and estimated PSF of the grayscale

representation. All images are converted to floating point representation for
processing. Refer to Figure 96.

atedS_clone M:1.0 um_gm_0_512_clone_clone M:1.0

Figure 96. The original color image (A), the intermediate grayscale
image (B), and the final estimate color image after 10 iterations (C).

NOTES

Blind deconvolution eliminates the need to acquire an empirical PSF, and
can be used for both microscopy and non-microscopy images. Refer to
Figure 97 that shows the Jupiter image.

9 et " N octr 3
B jupiter512 M:1.0 B estimateds_clone M:1.0 X estimated10_clone M:1.0

Figure 97. The original image of Jupiter in grayscale (A), the estimate
image after five iterations (B), and the final estimate after 10
iterations (C).
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USEFUL LINKS

http://www.mediacy.com/aqi/index.asp

http://micro.magnet.fsu.edu/primer/digitalimaging/deconvolution/
deconvolutionhome.html

http://micro.magnet.fsu.edu/primer/digitalimaging/deconvolution/deconintro.html
http://micro.magnet.fsu.edu/primer/digitalimaging/deconvolution/deconalgorithms.html

http://www.hamangia.freeserve.co.uk/how/index.html
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Applying the Maximum Likelihood Iterative Blind
Deconvolution algorithm

To apply the algorithm, complete the following steps:

1 Open an image of interest.

2 From the main MIPAV menu select Algorithms > Microscopy >
Restoration > Maximum Likelihood Iterated Blind Deconvolution.

3 The Maximum Likelihood Iterated Blind Deconvolution dialog box

appears.

4 Complete the information in the dialog box.

Number of Enter the number of times to
Iterations iterate through the blind-
deconvolution process. The
default value is 10 iterations.
Display Enter the frequency of display
intermediate for intermediate images here.

image every

The default value is 5, which
means that the intermediate
images will be displayed every
five iterations. Displaying
intermediate results allows
the user to save a series of
images and adjust the PSF
parameters to produce the
better result. Note that the
best result may also come
from an earlier iteration.

Objective
Numerical
Aperture

Enter the numerical aperture
of the microscope objective
used in the imaging system.
The default value is 1.4.

Wavelength (nm)

Enter the wavelength of the
light used to image the sample,
or the wavelength of the light
fluorescence, in nanometers.
The default wavelength is 520
nanometers.

Maximum Likelihood Iterated Blind Deconvolu...
Parameters

Muroher of Tterations IDI
Display mntermechate images every: 5

' Chijective Murmerical & perture 1.4
Warvelength (nen) 5200
Refractre Index 1.518

Use microscope settings

" ~Resample to the power of 2

Original Extents Expected Extents
extent 2: extent 2 512
extent ¥ extent ¥ 512
extent & extent 7

OK Cancel Help

Refractive Index

This is the refractive index of the sample immersion medium. The default
value is 1.518 (the refractive index of common microscope immersion oils).

Figure 98. The Maximum Likelihood Iterated Blind Deconvolution dialog box
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Use microscope
settings

Uncheck this box to turn off the microscope-specific optical parameters.
However, if the box is checked and the theoretical PSF derived from the
microscope parameters contains all zero values, the algorithm will
automatically disable the checkbox. Refer to Section “"PSF constraints” for
more information. By default, the box is checked on.

Resample to the power of 2

Original Extents
(extent X, extent
Y, and extent Z)

Displays the original extents of the input image. If the image is not a 3D
image, then the extent Z field is empty. A user cannot edit these values.

Expected Extents
(extent X, extent
Y, and extent Z)

Displays the expected extents of the image to the nearest power of 2. If
the image is not a 3D image, then the extent Z field is empty and non-
editable. It is recommended to not change the expected extents values as
these are the most efficient values to the nearest power of 2.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.

Help Displays online help for this dialog box.

Figure 98. The Maximum Likelihood Iterated Blind Deconvolution dialog box (continued)

5 Press OK to run the algorithm.

6 The algorithm begins to run, and a pop-up window appears with the
status: Computing iterative blind deconvolution. See Figure 99.

| Blind Deconyolution

computing iterative hlind decomvolution...

| | 0%

Figure 99. A status pop-up window.

=7 While running, the algorithm produces several intermediate images or
estimates which appear on the screen. The number of estimates depends
on two parameters: 1) the number of iterations and 2) the frequency of
appearing of intermediate images. These parameters are set in the
Number of Iterations: and Display intermediate images every: fields of
the dialog box.
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Yy

8 If the Use Microscope Settings: box was checked, but the PSF derived
from the microscope parameters contains all zero values, the algorithm
automatically displays the warning as shown in Figure 100, and then,
disables the checkbox. Refer to “PSF constraints” on page 261 to learn
more about PSF constraints.

Information [ %]

)
'\J,J Microscope settings inappropriate for the image resolutions, deconvolving without microscope settings.

Figure 100. The PSF warning.

9 When the algorithm finishes running, the status window closes, and the
intermediate and final results appear in new windows.

Selecting the algorithm parameters

Careful parameter selection must be done for the Blind Deconvolution algo-
rithm to produce good results. To find an optimal set of parameters values,
apply this algorithm repeatedly on the same image (or a set of images) that
you want to process with different parameter values and with a reasonable
number of intermediate imaged selected.

Figure 101 below shows images that were produced from running the Blind
Deconvolution algorithm with the default parameters against a color
microscopy image. The final image was produced after 50 iterations. The
intermediate images appear every five iterations.

However, the initial image was in color the intermediate images (estimates)
appear in grayscale. Refer to page 264 for details. Also note that the name of
the intermediate image includes the word “estimate” and the number of the
iteration.

Note: Hourglass constraint: and Band-limit and missing cone constraint:
mentioned on page 261 uses the Objective Numerical Aperture, Wavelength, and
Refractive Index parameters provided by the user to determine the size and
shape of the PSF.
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§singlAnalysis, & Visualization

Maximum Likelihood Iterated Blind Deconvolu...

Parameters
Mureher of Tteratinns 10
Display intermediate images every: 5
! Ohjective Murnerical & perture 1.4 !
Warvelength (nom) 5200
Refractive Index 1518

v| Use microscope settings

*  Resample io the power of 2

Original Extenis Expecied Exienis
extent 2: extent 2 512
extent ¥ extent ¥ 51z
extent Z: extent B0

oK Cancel Help

[Klestimateds_clone Mit.o [Klestimatedi0_clone Mi1.0

[Klestimated20_clone M:1.0

[Klestimated1s_cone M:1.0

Figure 101. The Blind Deconvolution algorithm was applied on the color
image (first slide) with the default parameters values (shown on the
second slide). The intermediate grayscale images are also shown.
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MIPAV
Figure 101. The Blind Deconvolution algorithm was applied on the color
image (first slide) with the default parameters values (shown on the
second slide). The intermediate grayscale images are also shown.
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Optimized Automatic Registration 3D

Background

The Optimized Automatic Image Registration method in MIPAV deter-
mines a transformation that minimizes a cost function, which represents
the quality of alignment between two images. The standard registration
problem of computing a transformation that best aligns a reference image
to a target image is formulated as a mathematical optimization problem
of determining the global minimum of a cost function. The method evalu-
ates the cost function at several different image resolutions, starting with
the lowest resolution. Each step of increasing resolution utilizes the previ-
ously determined optimal transformation as a starting point and further
refines its values. This method usually works well with the images of the
same modality.

The main approach for determining an optimal transformation is to calcu-
late a cost function, determine how it changes as individual transformation
parameters are varied, and find the parameters that minimize the value of
the cost function. For instance, Figure 1 shows a plot of a sample cost func-
tion for a selection of transformation parameters; in each plot, a single
parameter is varied while all other are kept constant.

Another fundamental step in this registration method is to resample and
interpolate the reference and target images at several different resolutions
(starting with a coarse voxel size and gradually increasing the resolution),
while searching for the min cost function.

An advantage of this multi-resolution approach is that the initial optimization
considerably reduces computational cost, since the number of sample points is
substantially less. In addition, the overall alignment is easier to find at a
coarse resolution. Improved accuracy of the transformation paremeters is
achieved using the highest resolution image that has not been subsampled.

The resampling process may influence the computed value of the cost func-
tion; therefore, several different interpolation methods are incorporated
with this technique. These methods are discussed in more detail later
in“Resampling Interpolation” on page 278
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Taking into account the resampling and interpolation criteria, the Opti-
mized Automatic Registration method begins searching for an optimum
transformation using the Powell method at a coarse resolution. Once a
transformation has been determined that minimizes the cost function, the
transformation is further refined by progressively increasing the resolution.

The algorithm offers various resampling interpolation methods combined
with the Correlation Ratio, Least Squares, Normalized Cross Correlation,
and Normalized Mutual Information as a cost function.

See also “Cost Functions” on page 284.

lobal mimimum __- —_—
fx oA il

Figure 102. The plots of the Correlation Ratio cost function versus some
of the individual parameter values. In each plot (A, B, C, and D), a single
parameter is varied while the other are kept constant

IMAGE TYPES

You can apply Optimized Automatic Registratiom method to color,
grayscale and black-and-white 2D and 3D images.

MIPAV User’s Guide, Volume 2, Algorithms 270

8/31/07



Chapter 2, Using MIPAV Algorithms: Optimized Automatic Registration 3D

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

OUTLINE OF THE METHOD

Pre-optimization steps

1 The minimum resolution of the reference and target images is
determined. For more information, refer to “Blurring” on page 272.

2 Both images are resampled and interpolated to create high resolution
isotropic voxels. The following interpolation methods are available:
trilinear (a default), B-spline 3-rd and 4-th order, 4, 5, 6 Lagrangian,
and Windowed sinc. Refer to “Resampling Interpolation” on page 278.

3 The center of mass (COM) for both images is then computed and one
translation step is performed to align the COM. Refer to “Calculating the
center of mass” on page 273.

Optimization steps

As a part of the transformation optimization process the images are
subsampled by 8, 4, and 2 times.

4 levelEight optimization. Both images are subsampled and interpo-
lated, so that each image is 8 times smaller. The parameters of the trans-
formation are then systematically varied, where the cost function is
evaluated for each setting. The parameters corresponding to the small-
est value(s) of the cost function are then used as the initial transforma-
tion for the next level in the optimization.

5 levelFour optimization. The images are subsampled and
interpolated, so that each image is 4 times smaller. And the
transformation corresponding to the smallest value(s) of the cost
function are determined and used as the initial transformation for the
next level in the optimization.

6 levelTwo optimization. Similar processing as the previous two levels
except the images are, first, subsampled and interpolated, so that each
image is 2 times smaller.

7 levelOne optimization — 1imm resolution images are used in this step
and the transformation is generalized to include 12 degrees of freedom.

MIPAV User’s Guide, Volume 2, Algorithms 271
8/31/07



aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Chapter 2, Using MIPAV Algorithms: Optimized Automatic Registration 3D

Post optimization

8 Using the same interpolation methods as described in Step 2 and the
optimal transformation determined above, the method transforms the
reference image into the same coordinate system of the target image.

Following Sections 1.2-1.5 describe in detail the algorithms and methods
used to perform Steps 1-8 of the optimization routine.

PRE OPTIMIZATION

Blurring

The registration algorithm first, determines the minimum resolution for
each dimension of the reference and target images. The reference image is
blurred to the resolution of the target image if one of the resolutions in a
dimension of the target image is 50% or larger than the corresponding reso-
lution in the reference image. Likewise, the target image is blurred to the
resolution of the reference image if one of the resolutions in a dimension of
the reference image is 50% or larger than the corresponding resolution in
the target image. It is possible (but not likely) that both the reference and
target images will be blurred.

See also “Resampling Interpolation” on page 278.

Resampling

Once this isotropic 1mm resolution images have been obtained, the
subsampled versions are also created. The sub-sampling algorithm then
simply keeps every n-th point (that is, 2, 4 or 8) on the lattice in each
direction. Therefore, the new volume contains 1/n3 as many points as the
original.

Resampling can be performed for X, y, and z axes for 3D images, or for only x
and y for 2D images.
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CALCULATING THE CENTER OF MASS
To calculate the center of mass (COM), the method uses the right hand
convention in 3D coordinate systems (X, Y, Z). Thus, in the image space, the
left hand corner of the image is set to (0,0,0). The x axis goes left to right, y
axis goes top to bottom and z axis goes into the screen.
1 To calculate the COM, we, first, define the characteristics function of an
object in an image to be as described in Equation 26:
EQUATION 26
) = 1, for points in the image
Y= o, for background points
2 Then, an area of an image can be calculated as
EQUATION 27
A= ffb(x, y)dxdy
Figure 103. Calculating the center of mass (COM)
3 And the center of mass, denoted by (Xcom, Yoom)' is given by the 1-st
moments of the object:
1. For 2D images. For 3D images, add the z coordinate also.
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EQUATION 28

f f xb(x,y)dxdy
[ [ b(x,y)dxdy

Xcom =

f f yb(x,y)dxdy
[ [ b(x, y)dxdy

Ycom =

PROCESS

The process used in this method performs the following:

¢ Calculates the COM for both images as described above in
“Calculating the center of mass” on page 273;

e Aligns the COM of both images, which is an initial transfomation
that involves only translation;

e For each resampled image (which is 8, 4, 2, and 1 times), determines
the transform that minimizes the cost function.

levelEight optimization

levelEight optimization is primarily concerned with determining the rota-
tional transformation that will lead to the globally optimal transformation,
which corresponds to the global minimum of the cost function. levelEight
optimization uses the lowest resolution images and coarse rotation angles
evaluated at relatively large step sizes.

Optimization

This Optimized Automatic Registration method is based on the empirical
observation that finding the correct orientation, or rotation, is the most dif-
ficult task in image registration, since the three rotation parameters are
highly coupled and most of the erroneous registrations that have been
examined have happened primarily due to an incorrect orientation. There-
fore, the search concentrates on the rotational part of the transformation.

Specifically, the reference image is oriented, interpolated, and the cost func-
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tion evaluated for coarse rotations angles (-30, -30, -30), (-30, -30, -15), ...,
(-30, -30, 30), where the values represent the amount of rotation in degrees
about the x, y, and z axes respectively. Since there are three rotation angles
and each angle can contain five different values, there are 125 possible angle
configurations.

For each angle configuration, a 4-DOF local optimization is also performed
to find the optimal translation and (global) scale. By default, the initial
values are set to

e 0 for translation
e 1for scale.

The best 20% of the cost values and/or the corresponding angle configura-

tions (candidate local minima) are stored in a vector of minima that is used
as a starting point for a further optimization, which uses a smaller step size
over a narrower range of angles. Refer to Figure 104.

For each parameter setting corresponding to the top 20% of the cost func-
tion minima, the algorithm performs rotations over the fine grid (which is
by default 15 degrees with 6 degrees step) and evaluates the cost function.

The method now finds all angle configurations that have the corresponding
cost function values lower than their neighbors from the vector of candidate
local minima.

For each of these sets of parameters a 7-DOF optimization is then per-
formed, storing the results of the transformation and costs before and after
optimization in a vector of minima. See also “Degrees of freedom” on

page 290.

Since the relative costs of each candidate solution may change at higher res-
olutions, where structures become more sharply defined, the top 20% of the
cost function minima points are considered for the next higher resolution
(4) stage, rather than just a single best solution.

By default, the algorithm uses Trilinear interpolation to transform images
to this new orientation.
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the cost function is calculated and the cost function and stores the method performs rotation over

results are stored as a vector of the top 20% that have the cost the fine sampling range (15;15;6)

candidate local minima lover than their neighbors
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levelFour optimization

results are optimized and stored as the top 20% that have the cost

a vector of minima

lover than their neighbors are
considered for levelFour

Figure 104. levelEight optimization

levelFour optimization

The levelFour optimization step uses the interpolated images subsampled
by 4 to determine the transformation that minimizes the cost function
starting with the transformations determined in levelEight.

The optimization determines a 7-DOF transformation that corresponds to
the minimum value of the cost function. This transformation is then per-
turbed and the cost function is computed for these new settings. The pertur-
bations correspond to six-degrees for each rotation parameter and a global
scaling factor of 0.8, 0.9, 1.1, and 1.2. A type of transformation (translation
and/or global scale) is specified by a user. It includes the following transfor-
mations: Affine-12 (a default), Rigid-6, Global Rescale-7, and Specific Res-
cale-9. Here, numbers indicate degree of freedom (DOF).
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A vector of parameters and top 20% of the min cost function values are con-
sidered for the next step, which involves images subsampled by 2.

See also “Optimized Automatic Registration dialog box options” on page 294
and “Degrees of freedom” on page 290

levelTwo

In levelTwo, the method uses the images subsampled and interpolated by 2.
The cost function is evaluated using the transformation parameters
corresponding to the top 20% minima obtained from the levelFour. It finds
the best minimum, and then optimizes it with the 7-DOF and then 9-DOF
transformation. The method then returns the best minimum after
optimization.

Note: if a user has limited the degrees of freedom to six, as for the rigid
transformation, there will only be one optimization run, with six degrees of
freedom.

levelOne

This step uses the unsubsampled interpolated images and computes the
value of the cost function for each parameter setting determined in the
previous levelTwo optimization. The parameters corresponding to the
minimum value of the cost function with this resolution are then further
optimized for transformations with 7-, 9-, and 12- DOF, unless a rigid (6-
DOF) transformation is desired.

What is saved
The method stores

e The set of parameters or vector at which the minimum was reached;

e The value of the cost function at that minimum;

¢ And the matrix, which was the true input into the cost function and
represents the transformation that gives the minimum cost of
differences between the images.
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Additional registration parameters

To better align the images, one can also include into calculation additional
registration parameters, such as weighting coefficients and advanced
parameters used for calculating the min cost function. For more informa-
tion, refer to “Optimized Automatic Registration dialog box options” on

page 294.

RESAMPLING INTERPOLATION

The Optimized Automatic Registration method resampes images using an
interpolation scheme, where anisotropic voxels in the Z direction are resam-
pled into isotropic 1mm cubic voxels. New voxel values are computed using
a weighted combination of existing voxel values within a defined neighbor-
hood of the new voxel location. The following interpolation methods are
available in this implementation of the registration technique, including
Trilinear, B-spline 3-rd order, B-spline 4-th order, Cubic Lagrangian, Quin-
tic Lagrangian, Heptic Lagrangian, and Windowed sinc.

Trilinear Interpolation

Trilinear interpolation computes values located between existing voxel val-
ues by linearly weighting the eight closest neighboring values. Specifically,
Figure 105 depicts the situation where it is desired to determine an intensity
value at the point labeled (x, y, z), given the values at the corner of the cube.
The unknown value is computed by combining the known corner values
weight by their distance from the location of the point (x, y, z) according to
the following formula:

EQUATION 29
Viyz =Vooo (1-X) (1-¥) (1-2) +V;00 X (1-y) (1-2) + V0 (1-X) y (1-2) + V0, 1 -x) (1 - y)
24V X(@-Yz2+Vy; A-xX)yz+ Vo xy(@-2)+V Xy 2z
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Figure 105. Trilinear interpolation

Trilinear interpolation operates in a parameter space with dimension D = 3

of order n = 1, thus requiring (1 + n)3 = 8 adjacent pre-defined values
surrounding the interpolation point.

Trilinear interpolation is the default resampling interpolation method used in this
registration technique.

B-spline basis interpolations

B-spline interpolation utilizes weighted voxel values in a larger neighbor-
hood compared to trilinear interpolation. The larger number of values are
weighted based on a 3-rd and 4-th order of polynomial instead of a second
order polynomial as in the case of trilinear interpolation. B-spline interpola-
tion refers to the locations of the neighboring points as control points and
combines the intensity values at these locations using a set of polynomial
basis according to Equation 30.

The equation for k-order B-spline with n+1 control points (P, P, ..., P,) is
EQUATION 30

P(t) = Z?jll Z\/sz(t)le tmin <t< tmaa‘
In Equation 30, N; i are the polynomial functions of degree k-1, and n is the

number of control points. Note, that the degree of the weighting polynomial
is independent of the number of control points, n.
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The weighting polynomial is recursively defined as

EQUATION 31

B 1, t;<t<tiy
Nia(t) = { 0, otherwize

t—1;
— Ny p_1(t)+
bivk—1—ti ®) tivk —tit1

3

tivk — 1
Nk = e Niyig_1(t)

Here, t(i) represents an index that refer to the control points and t(i) are
generally referred as knot points, see Figure 106. The sequence of knot
points is also called a knot vector. This indexing scheme allows one to
weight different control points more than other control points by using it
more than once during the computation. Typically, the first and last control
points are weighed more heavily than the internal points to provide a
smooth interpolating curve. The Optimized Automatic Registration method
uses the open uniform knot vectors for calculating B-splines. Open uniform
knot vectors are vectors that have k equal knot values at each end, such as
described in Equation 32.

EQUATION 32

ti=t1, i<k
tiv1 —t; = constant, k<i<n+2
t; = tk+(n+1)v i >n+2

For example: [0,0,0,0,1,2,3,4,4,4,4,] for k=4;[1,1,1,2,3,4,5, 6, 6, 6] for
k=3; [0.1, 0.1, 0.1, 0.1, 0.1, 0.3, 0.5, 0.7, 0.7, 0.7, 0.7, 0.7] for k=5.

Control points

Figure 106. B-spline interpolation
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Lagrange interpolations

To obtain higher-order interpolations, the Optimized Automatic Registra-
tion algorithm uses Lagrange interpolations. The Lagrange kernel of degree
N-1 for N x N region can be defined by Equation 33.

Note: Options provided by this method include the following Lagrange
interpolations: Cubic (N = 3), quintic (N = 5), and heptic (N = 7).

EQUATION 33

N-1 i
iz j-njotipn 5555 n—1<z<n
Lagrapy z) =

=0, elsewhere

Wherei=j— N/2+ 1,andn € {-N/2+1,—-N/2+2 N/2}

The Lagrange kernel for N=1 is nearest neighbor interpolation. In the case
N=2 it is linear interpolation. The Lagrange kernel for N=4 supporting
points results in cubic polynomials. See Equation 34:

EQUATION 34

%XS—XQ—%X-FL for0<x<1

Lagrap, () = —%xg—l—xQ—%x—Fl, for1<x<2

0, elsewhere

The Lagrange kernel for N=5 supporting points results in quadratic
polynomials as shown in Equation 35 below:

EQUATION 35

Ixt—b4x +1, for 0<x<1/2

—ixt 4+ 3x3 — 3% — 2x 41, for1/2<x<3/2

Lagray ) =

Zxt— Zx3 4+ Bx2 - By 11 for3/2<x<5/2

0, elsewhere

)
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All Lagrange kernels are direct current (DC) constant. In other words, the
mean brightness of the image is not affected if the image is interpolated or
re-sampled. However, the even Lagrange interpolators do not fit C1-contin-
uously at the connecting points causing significant sidelobes within their
Fourier transforms. Figure 107 below shows the Lagrange kernels for N=4

and N=5, respectively.

o Lagrap 4(x) shows a sharp edge at the center of the mask in the spatial
domain. The amplitude of the sidelobe in the Fourier domain is about
4%.

e The odd Lagrange kernels, such as 1482 h;(x), is not Co-continuous.

0.1
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Figure 107. Lagrange third-order interpolation, N = 4: (A) - Kernel, (B) -
Magnitude of Fourier transform, (C) - Logarithmic plot of magnitude.
Lagrange fourth-order interpolation, N = 5, (D) -Kernel, (E) - Magnitude
of Fourier transform, (F) - Logarithmic plot of magnitude

Therefore, the amplitude of the sidelobe is raised up to 10% as shown in
Figure 107-F. However, the plateau in the passband is wider causing the
major lobe to approximate more closely the ideal rectangular shape. In

other words, the passband characteristic is improved by raising the order of
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the Lagrange kernel. Therefore, odd Lagrange kernels, such as cubic (N =
3), quintic (N = 5), and heptic (N = 7), should be used for images with high
contrasts.

Windowed sinc

The Windowed sinc function is a product of the sinc function with a window
function of a limited spatial support. The sinc function can be defined as
shown in Equation 36:

EQUATION 36

1, z=0

k!

sinz(:c)7 Vo 7& 0
sine(x) =

Consider an image data set consisting of a 3D matrix of voxels with intensi-
ties I(X; Y; Z) identified by integer position coordinates (X; Y; Z). If one
wants to calculate the intensity value at an interior point defined by non-
integer coordinates (x; y; z), this can be achieved by forming the following
triple sum, see Equation 37:

EQUATION 37
I(z,y,2) = Z Z ZI(X, Y, Z)sine(n(z — X))sinc(n(y — Y))sine(n(z — Z))
X Y z

There are two limiting conditions that the function I(x, y, z) must satisfy:

¢ I(x,y,z) must be bandlimited. In other words, the function must have a
Fourier transform F{I(x, y, z)}=I(f)=0 for |f|>B for some maximum
frequency B>o.

e The sampling rate —f;, must exceed twice the bandwidth, e.g. f; >2B.

The interpolation formula reconstructs the original signal, I(interior), as long
as these two conditions are met.

Equation 37 implies a sum over all voxels for each new intensity value calcu-
lated. Since this is computationally very demanding and since distant voxels
(for which sinc weighting is small) make a little contribution, it is conve-

nient in practical situations to truncate the interpolation series. This can be

done by limiting the calculation to a cubic sub-volume containing (2R+2)3
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‘The sinc function plottet on the interval [-30,30]

voxels centered on the target point (x; y; z) for which an intensity is calcu-
lated. Here, R determines the size of the cubic box, and when R is zero only
the eight nearest neighbors will be used in the calculation.

Because of the oscillating nature of the sinc function, some truncation
errors and negative values may result from this procedure. To reduce the
truncation error, each sinc function is multiplied by an apodizating the
Hann window function, refer to Equation 38:

EQUATION 38

H(A:R) — % [1 + cos (R“—flﬂ

Where, A can be replaced by (x-X), (y-Y) or (z-Z) as appropriate.

Windew function {Hann)
T T

amplitude
decibels

Figure 108. T y=sinc(a), where a=px, xI [-30,30]; a sample Hann function and its frequency
response. Here, N represents the width, in samples, of a discrete-time window function.

Typically, it is an integer power-of-2, such as 210 = 1024.

Cost Functions

A similarity or cost function measures the similarity between two images.
During the registration the adjusted image V is transformed using the trans-
formation functions described above. And the similarity S(U;V') between

the reference image U and transformed image V' is then calculated. The
Optimized Automatic Registration method searches for the transformation
that gives the smallest value of the cost function, which we assume is
the transformation that also gives the best alignment.

The cost functions which are implemented in this method include:
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e Correlation ratio, refer to page 285
e Least Squares, refer to page 286
¢ Normalized Cross Correlation, on page 287
¢ Normalized Mutual Information, see page 289
POWELL ALGORITHM
The Optimized Automatic Registration method uses the Powell algorithm to
find the global minimum of the chosen cost function. For more information
about the Powell algorithm, refer to the following link http://math.fuller-
ton.edu/mathews/n2003/PowellMethodMod.html
CORRELATION RATIO
Given two images I and R, the basic principle of the Correlation Ratio
method is to search for a spatial transformation T and an intensity mapping
fsuch that, by displacing R and remapping its intensities, the resulting
image f{R* T) be as similar as possible to I. This could be achieved by mini-
mizing the following correlation ratio function:
EQUATION 39
min(T, f) of Y {I(z) = f(R(T(xx)))}
k
which integrates over the voxel positions xj in the image I.
Image types
Correlation Ratio can be used in multimodal image registration, e.g. that
involves Magnetic Resonance (MR), Computed Tomography (CT), and
Positron Emission Tomography (PET) images.
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LEAST SQUARES

Least squares measures the average of the squared difference in image
intensities.

EQUATION 40

EiL{R(Pz‘) - I(Pz‘)}z
N

Where,

R(p;) = reference image(p;) - minimum reference image value
I(p;) = input image(p;) - minimum input image value
N = the number of values over which the sum is performed

It can be divided by count to normalize the cost function or make it invari-
ant to the number of voxels in the region of overlap. If two images show
large differences in image intensity, then we recommend using Scaled Least
Squares with a global scaling term added, refer to Equation 41:

EQUATION 41

S {R(p:) — sI(p)}?
N

Where s is a global scaling factor.

Image types

It can be shown that Least Squares is the optimum cost function when two
images only differ by Gaussian noise. Images in two different modalities,
such as PET and MRI, will never differ by only Gaussian noise. Even two
images in the same modality, such as two PET images, will seldom only
differ by Gaussian noise as medical scan noise is frequently not Gaussian
and because the object often changes between the image acquisitions. The
effectiveness of this cost function will be greatly diminished by small
numbers of voxels having large intensity differences.
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NORMALIZED CROSS CORRELATION

The Cross-Correlation function can be described as

EQUATION 42

CrossCorr(s,t) = Z Z R(z,y)I(x — s,y — t)
Ty

Where,

R-reference image intensity
I-input image intensity

And the summation is taken over the region (s,t) where R and I overlap. For
any value of (s,t) inside R(x,y) the cross-correlation function yields one
value of CrossCorr. The maximum value of CrossCorr(s,t) indicates the
position where I(x,y) best matches R(x,y).

The correlation ratio ranges from o for very good registrations to 1 for very
bad registrations.

Normalized cross correlation
Normalized Cross Correlation — (NCC)= var(RI)/sqrt(varR* varl). Where,

var is the variance
varRI = sum(RI)/(count-1) - (sumR*sumI)/((count-1)*count)

varR = sum(R?)/(count-1) - (sumR*sumR)/((count-1)*count)

varl = sum(I?)/(count-1) - (sumI*sumlI)/((count-1)*count)

R = (the reference image value - reference image minimum value);
I = (the input image value - input image minimum value);

count is a total number of values.

For correlation ratio:
First, go over all pixels forming numY, sumY, and sumY2:

indexValue = (int)( (reference image[index] - minimum
reference image value) * constant);

numY[indexValue] = numY[indexValue] + 1
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sumY[indexValue] = sumY[indexValue] + input image
value - minimum input image value

sumY2[indexValue] = sumY?2[index Value] + (input
image value - minimum input image value)2

Now calculate the individual variances

For each iso-set weighting them by the number of pixels from the input
image that contribute.

for (int b=0; b < nBins; b++)

{
numTotY =numTotY + numY[b]
totSumY = totSumY + sumY[b]

totSumY?2 = totSumY?2 + sumY2[b]
The following should be the variance of the b-th iso-subset

variance = (sumY2[b] - sumY[b]*sumY[b]/
numY[b] )/ ( numY[b]-1)
corrRatio = corrRatio + variance * numY|[b]

}
Normalize the weighting of numY[]

corrRatio = corrRatio/numTotY

Calculate the total variance of input image and then normalize by this

variance = ( totSumY?2 - totSumY * totSumY /
numTotY ) / (numTotY - 1)

corrRatio = corrRatio/variance

More simply the above steps can be expressed as

EQUATION 43

ik numY (b)
NCC = — % > varY (b)

Image types

The Cross-Correlation function can be used for aligning the images that
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have a linear relationship between the intensity values in the images. E.g.
images acquired using the same modality. However, the Normalized Cross-
Correlation may not work very well in two images that are identical except
for a global scaling factor.

The Normalized Cross Correlation is 1 for identical images and approach 0 for
images that are very different.

NORMALIZED MUTUAL INFORMATION

Mutual information (MI) measures how well one image explains the other.
In medical image processing, it is often used as 1) a similarity measure for
image registration for images that were acquired at different times or by
different modalities and 2) also for combining multiple images to build 3D
models. The mutual information (MI) of random variables A and B is
defined as:

EQUATION 44

MI(A,B) = ZPW)“’Q%
ab

Where, p(a,b) is the joint probability distribution function of A and B, and
p(a) and p(b) are the marginal probability distribution functions of A and B
respectively.

Equation 44 can be also rewritten as MI(A,B,C) = H(A) + H(B)-H(A,B),

where H(A) and H(B) are the Shannon entropies of image A and B
respectively computed on the probability distributions of their grey values.
And H(A,B) denotes the conditional entropy, which is based on the
conditional probabilities p(a |b) — the chance of grey value a in image A
given that the corresponding voxel in B has grey value b. MI measures the
distance between the joint distributions of the images' gray values p(a,b)
and the distribution when assume that images are independent from each
other.
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Normalized mutual information can be calculated as NMI(A,B) =
(H(A) + H(B))/H(A,B).

Image types

The normalized mutual information has been shown to work very well for
registering multi-modality images and also time series images. The
normalized mutual information approaches o for identical images and
approaches 1 for images that are very different.

DEGREES OF FREEDOM

The number of independent pieces of information that go into the estimate
of a parameter is called the degrees of freedom (DOF). In general, the
degrees of freedom of an estimate is equal to the number of independent
scores that go into the estimate minus the number of parameters estimated
as intermediate steps in the estimation of the parameter itself. In image reg-
istration, a transformation matrix establishes geometrical correspondence
between coordinate systems of different images. It is used to transform one
image into the space of the other. The following transformations are gener-
ally used in biomedical imaging:

* 'Rigid-body transformations include translations and rotations. They
preserve all lengths and angles. These are 6 DOF transformation, and
the transformation matrix is as follows:

EQUATION 45

f

R: R
T

. R,
T

Where Ry, Ry, and R, represent rotations and Ty, Ty, T, — translations.

-
&

¢ Global rescale transformations include translations, rotations, and a
single scale parameter S=S,=S,=S,. They preserve all angles and
relative lengths. These are 7DOF transformations and the
transformation matrix is as follows:

1. Here, DOF are given for 3D images.
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EQUATION 46

R
I,

™~

R,
T

SRt

¢ Affine transformations include translations, rotations, scales, and/or
skewing parameters. They preserve straight lines but necessarily not
angles or lengths. Transformation matrixes for affine transformations
are as follows:

9 DOF transformation matrix which includes scale parameters S, Sy and S,;:

EQUATION 47

R, R, R,
Y} Y} z
S, S, S,

12 DOF transformation matrix which includes both scale and skew parame-
ters. In the matrix, skewing parameters are presented as Sky, Sky, and Sk;:

EQUATION 48
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Applying the Algorithm

To run the algorithm, complete the following steps:
1 Open an input and reference image.
2 Call Algorithms > Registration > Optimized Automatic Registration.
3 The Optimized Automatic Registration dialog box appears.

In the dialog box,

e Select the image in the Register to box;

e Complete the rest of the dialog box options. Refer to “Optimized
Automatic Registration dialog box options” on page 294.
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4 Press OK.

The algorithm begins to run and the Registering Images window appears
with the status. When the algorithm stops running the registered image
appears in a new image frame. Refer to Figure 109.

Recommendation: First, use the default algorithm settings. And then, after
completing the first registration run, modify them depending on the result you
receive.

X33175_3 62/124 M:1.0 %33175_3_transform 62/124 M:... =] B3 %33175_3_register 62/124 M:1.0 =] B3

33175 _3_transforrn 627124 M:1.0

A B C

Figure 109. The input image (A), reference image (B) and result image (C). Registration was
performed using the default algorithm settings.
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OPTIMIZED AUTOMATIC REGISTRATION
DIALOG BOX OPTIONS

Input options

Eﬂptimized Automatic Image Registration 3D

Register Select the reference image B Options
from the list. The list Register [3Deye] to: e
alphabetically displays all Degrees of fieedom: | A ffine - 12 p
Opened images. Interpolation: Trilinear -
Cost function: Least suares -
Degrees of SpeCIfles the_spatlal model [v] e the max of the win resolutions of the two datasets when resarmpling,
freedom used to restrict the type of e .
A . . nitialize registration process by applying Least Sguares
linear transformation being -
applied during registration. Rotations
Select one of the following: | iy e oot el st
rigid-6, global rescale-7, O
S?f?r(l:leﬁigescale-gl and Rotation angle sampling range: W to ’F degrees
affine-12.
Coarse angle increment: |15 degrees
Interpolation Specifies the type of Fine angle increment: [5 | dlegrees
interpolation the algorithm ——
. . Weighted images
will use when resampling. o et
The list includes: Riads
() Register area delinsated by VOIs only
M Trlllnear OWeight registration
e B-spline 3-rd order
e B-spline 4-th order
e Cubic Lagrangian
e Quintic Lagrangian Output Options
e Heptic Lagrangian [¥] Display transformed irage
* Windowed sinc Interpolation: |Trﬂjnear |V|
0K ‘ ‘ Cancel ‘ ‘ Advanced settings ‘
Cost function Specify a cost function which will be used to evaluate registration. The list

includes: Least squares, Correlation ratio, Normalized cross correlation, Normal-
ized mutual information

Use the max of If this option is chosen in the dialog box, the method uses the maximum

the min resolution of the two datasets. It throws away some image information, but
resolutions of works faster. If this option is not chosen the algorithms uses the minimum of
the two the resolutions when resampling the images. This can be slower, but does not
datasets when lose the information.

resampling

Figure 110. The Optimized Automatic Registration dialog box options
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Initiate This option provides a way to register images using the corresponding landmark
registration points or VOIs placed in both images (you must put at least 4 landmarks). Note
process by that this option works only for images that require rigid transformation e.g.,
applying Least rotation and/or translation, but it does not work on images that require scaling.
Squares

Rotations

Use this option if there is a need to make manual adjustments to registration.

Apply same If checked, applies rotation that you specified to all dimensions. Otherwise, you
rotations to all should select the axis - X,Y, or Z - to which rotation should apply.
dimensions

Coarse angle increment and Fine angle increment

options can be used for two pass registration. The first pass would apply a coarse-level rotation to
quickly arrive at an approximate registration, and then the second pass would apply a finer-level
rotation to continue from the point where the first pass registration has finished. By default, the coarse
angle increment is set to 15 degrees and fine angle increment is set to 6 degrees.

Weighted This gives weights for certain areas within the reference or transformed image.
Images These areas can be specified using VOIs or reference files. Here, higher
weights mean a greater impact in that area on the registration.

No weight - the weighting factor is not used for registration.
Register area delineated by VOIs only uses VOI to register a selected area.
Weight If this option is checked, the following parameters become available:

registration Choose ref. weight opens the dialog where you can select the reference file

which contains the information about the weighting factor.

Choose input weight opens the dialog where you can select the input file
which contains the information about the weighting factor.

Output options

Display allows to view the transformed image in a separate window. By default, this
transformed option is active.

image

Interpolation: - select the calculation method, which is used to produce the output image from

the array of transformation matrices and input image. You can choose among
Trilinear, B-spline 3-rd order, B-spline 4-th order, Cubic lagrangian, Quintic
lagrangian, Heptic lagrangian, or Windowed sinc. The default choice is trilinear.

Advanced options

Pressing the Advanced button opens the Advanced OAR Settings dialog box where you can specify the
additional parameters which will be used to calculate the min cost function. Parameters are as follows:

Figure 110. The Optimized Automatic Registration dialog box options (continued)
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Multiple of Recommended values are

tolerance to 10-60. Optimization settings

bracket the Multiple of tolerance to bracket the minil [10 |

minimum Recommended values 10-60.
Humber of iterations: |2 |

Number of Recommended are 1-5 Recommended value 1-5.

iterations iterations. Humber of minima from Level 810 test at Level 4: |3 |

. Subssrple irvege for spesdd
Number of By default this is the best

minima from

[] Skip rultilevel search, Assume images ave close to alignment

20%, but you can enter your

Level 8 to test own number here. | oK || Cancel
at Level 4
Subsample image for speed subsamples the image.

Skip multilevel search. Assume images are close to alignment.

OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes it.
Help Displays online help for this dialog box.

Figure 110. The Optimized Automatic Registration dialog box options (continued)
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Registration: Landmark—Least Squares

The Registration: Landmark—Least Squares algorithm provides a way for
you to register an image to the reference image by using corresponding
points placed in both images. This algorithm works on images requiring
rotation and translation, but it does not work on images requiring scaling.
That is, this is a rigid transformation based on two homologous landmark
datasets.

Background

The Landmark—Least Squares algorithm relates the two corresponding
point sets on the image to be registered and on the reference image using
the following equation:

pAL[i1l/]1 = R(pB[il[j1) + T+ Nol[i][j]
where

PA[i][j] = the point set of the reference image
pBI1][j] = the point set of the image to be registered
i = a value from 0 to the number of dimensions - 1

J = avalue from 0 to the number of user-placed corresponding points -
1

R = a rotation matrix
T = a translation vector
No[i][j] = a noise vector

This algorithm calculates a least-squares solution of R and T, which is based
on a singular value decomposition of a 2 x 2 matrix in 2D or a 3 x 3 matrix in
3D. It first calculates the centroid p1[i] in the image to be registered:
N-1
Pl = 5+ % pBIL]
j=0
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It then calculates the centroid p2[i] in the reference image:
. N-1
p2li] =5+ X pALU]
j=0
where N = the number of corresponding user points.
The algorithm next calculates the difference between the points and the
centroid voxel in the image to be registered (q1[7][j]):
q1[i][j1 = pBlillj1-p1li]
and then the difference between the points and centroid voxel in the
reference image (g2[1][j]):
q2[i][j]1 = pAli1[j]1 - p2[i]
The algorithm then performs the following steps:
e Calculates the 2 x 2 or 3 x 3 matrix:
H = q1(q2 transpose)
e Performs the singular value decomposition of H. That is:
Express H = U(A)(V transpose)
e (Calculates the following:
X = V(U transpose)
¢ Calculates the determinant of X (refer to the following table).
If the determinant is 1, the algorithm succeeded and the rotation
matrix R = X .
If the determinant is -1 and the images are 3D, then the singular values
of matrix H must be examined. If one and only one of the three
singular values is 0 and the two singular values are unequal, then the
case is coplanar, but not colinear. It is made to work by simply
changing the sign of the third column of the V matrix to form Vp and
obtain R = Vp(Utranspose).
¢ (Calculates the translation vector:
TTi] = p2[i] - R(p1[i])
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o Sets the first dim elements of the last column of the transformation

matrix to 7.

¢ Copies R into the upper left dim by dim elements of the transformation

matrix.

¢ Sets the last row of the transformation matrix to 0,0,1 in the 2D case or

to0 0,0,0,1 in the 3D case.

¢ Abilinear or trilinear transformation uses the transformation matrix
to transform the image to be registered into the resulting image
(Figure 111).

If this is true ... Then...
Image
type Determinant Matrix H Success Failure Comments
2D 1 X Rotation matrix
images R=X
-1 Has no zero X Data too noisy
singular values
-1 Has one X Data is colinear
singular value
3D 1 X
images -
-1 Has no zero X Data too noisy
singular values
-1 Has one zero X This is made to
singular value work by changing
and the other the sign of the
two singular third column of
values are the V matrix to
unequal form Vp and
obtain
R = Vp(Utranspose)
-1 Has two equal X Colinear

singular values
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IMAGE TYPES

You can apply this algorithm to 2D and 3D grayscale and color images.

SPECIAL NOTES

The following notes apply:
e Do not use this algorithm in cases where an image must be scaled.
e For 2D images, you must identify at least three noncolinear points.

e For 3D images, you must identify at least four noncolinear points.

:I':lIl api Thiack l“!‘.lcﬁ"‘-_

(A} Reference image with three (B} Image to be registered to the [C) Registered image
noncolinear landmarks identified reference image where three

noncolinear landmarks are identified

Figure 111. Landmark—Least Squares processing

Both the reference image (A) and the image to be registered (B) have at least
three noncolinear landmarks identified. Applying the Landmark—Least Squares
algorithm produces the image shown in C.

REFERENCE
Refer to the following reference for more information:

“Least-Squares Fitting of Two 3-D Point Sets” by K.S. Arun, T.S. Huang, and S.D. Blostein,
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-9, No. 5,
September, 1987,

pp- 698-700.
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Applying the Landmark—Least Squares
Registration algorithm
To run this algorithm, complete the following steps:

1 Open two images: the image to be registered and a reference image.
When you apply this algorithm, MIPAV registers the image to be
registered to the selected reference image.

2 Perform, as an option, any other image processing, except scaling, on
both images.

3 Place a minimum of three points in 2D images or four points in 3D
images in the reference image. The points must not be colinear.

Note: Three-dimensional (3D) images can handle cases that are coplanar but
not colinear.

4 Place the corresponding points in the image to be registered. Note that

the dialog box shows the last image clicked on as the image to be
registered.

the same order as on the reference image. That is, point 1 on the reference
image should correspond to point 1 on the image to be registered, point 2 on
the reference image should correspond to point 2 on the image to be
registered, etc.

v Tip: Make sure that you delineate the points on the image to be registered in

5 Select Algorithms > Registration > Landmark - Least Squares. The Least
Squares Registration dialog box (Figure 112) appears.

6 Select the name of the image to be registered in the Register to box if it is
not already present.

7 Click OK.
The algorithm begins to run. A pop-up window appears with the status.

When the algorithm finishes running, the pop-up window closes, and
the registered image appears in the Transformed Image window.
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Register [name Displays a set of possible

of source reference images.

image] to . . = .

[name of Thls box reglste!'s the [F;]Least Squares Registration x|

N image to be registered to

image] the selected reference Fesister [capl Thlack] ta: | capl Tolack_adaptivellR. w |
image.

OK Applies the algorithm OK Cancel Help
according to the
specifications in this dialog
box.

Cancel Disregards any changes that you made and closes the dialog box.

Help Displays online help for this dialog box.

Figure 112, Least Squares Registration dialog box
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Registration: Landmark—TPSpline

The Landmark—TPSpline (Thin Plate Spline) algorithm allows you to align
two or more images along a corresponding VOI that you delineate in all of
the images.

Background

When applied to 2D images, the Landmark—TPSplines algorithm uses a 2D
interpolation scheme for arbitrarily spaced tabulated data (x;,y;,f(x;y;))-

These splines are the generalization of the natural cubic splines in 1D. The
spline surface represents a thin metal sheet that is constrained not to move
at the grid points. When applied to 3D images, the TPSplines algorithm
operate on data of the form (x;,y;,2;,f(x;,y:,2)-

MIPAV uses the spline matching points sets to obtain spline interpolation
coefficients, which it uses to transform all the xorg,yorg grid positions in
the base image space to xnew, ynew grid positions in the match space.
Then, at every xorg,yorg grid position in the base space, MIPAV checks to
see if the corresponding xnew,ynew grid position in the match space is
within the image bounds of the match image.

If xnew, ynew is within the match space bounds, then the data value at the
xnew,ynew grid position in the match space is assigned to be the registered
value at the xorg,yorg position in the base space. Since xnew, ynew is a
floating point number and the data in the match image is only contained at
integer grid points, interpolation must be used.

For a 2D image, the data value at xnew,ynew in the match space is obtained
by bilinear interpolation from its four nearest neighbors. For a 3D image,
the data value at xnew,ynew in the match space is obtained by trilinear
interpolation from its eight nearest neighbors. If the xnew, ynew is outside
the match space bounds, then a zero is assigned to the xorg, yorg position
in the base space.

When processing the image, the algorithm first computes the thin plate
spline coefficients and then generates match space grid positions from base
space grid positions.
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[A) Image with 7 landmarks (B) Image with 7 hemologous (C) Image A (heatedmetal LUT)

landmarks registered and overlaid onto
Image B (gray LOUT)

Figure 113. Example of Registration: Landmark—TPSpline algorithm

IMAGE TYPES

You can apply this algorithm to all 2D and 3D image types. The dimensions
or image type of the match image need not be the same as the dimensions or
image type of the base image. The registered image has the same image type
as the match image and the same extents as the base image.

SPECIAL NOTES
The following notes apply:

e For 2D images, three or more points are required. The algorithm may
fail if nearly all of the points fall on the same line.

e For 3D images, four or more points are required and the algorithm
may fail if the points nearly all fall on the same plane.

REFERENCES

Refer to the following references for more information about this algorithm:
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David Eberly, “Thin Plate Splines” of Magic Software at http://www.magic-software.com.
Also at the same site are the files: MgcInterp2DThinPlateSpline.h,
MgcInterp2DThinPlateSpline.cpp, MgcInterp3DThinPlateSpline.h,
MgcInterp3DThinPlateSpline.cpp Paper that explains warping from one x,y source to
another x’,y target set.

Fred L. BookStein, “Principal Warps: Thin-Plate Splines and the Decompositions of

Deformations,” IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 11,
No. 6, June 1989, pp. 567—585.

Applying the Registration: Landmark—TPSpline
algorithm
To run this algorithm, complete the following steps:
Selected image is a match image, the image that gets transformed until it is
registered to the base image.
1 Open two images: a base image and a match image.
2 Perform, as an option, any image processing, such as improving the

contrast, eliminating noise, adding color, etc., on both images.

T
3 Delineate a point VOI on the base image using the point VOI icon

and mouse.
4 Select the match image.

5 Delineate a point VOI on the match image at corresponding positions on
the image.

Note: Make sure that you delineate the points on the match image in the
same order as on the base image. That is, point 1 on the base image should
correspond to point 1 on the match image, point 2 on the base image
correspond to point 2 on the match image, and so on.

6 Click Algorithm > Registration > Landmark - TPSPline. The Thin Plate
Spline Registration dialog box opens.

7 Select the base image in the Register to list box.
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8 lick OK. The algorithm begins to run. A pop-up window appears with
the status. The following messages appear in succession: “Performing
base to match grid transformation” and “Performing interpolation into
result buffer.” When the algorithm finishes running, the pop-up window
closes, and the result appears in a new image window.
Register Displays a list of images
to including the base image and
any match images. : x|
OK Applies the mean algorithm to Register [capl Thlack tramsforml to: | capl Tolack "’|
the base image that you chose
in this dialog box. OK ¢ 1 Help
Cancel Disregards any changes that
you made in this dialog box and
closes the dialog box.
Help Displays online help for this dialog box.
Figure 114. Thin Plate Spline Registration dialog box
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Registration: Manual 2D Series

The Manual 2D Series algorithm allows you to manually or semimanually
register two 2D grayscale or color images by placing corresponding points
on both images and then applying either the Landmark—Thin Plate Spline
or Landmark—Least Squares algorithm. After applying one of these
algorithms, you can then, if needed, use the other algorithm. In addition, at
any time, you can manually adjust the alignment of each image.

The algorithm also lets you manually register different slices of a 2.5 image
dataset in the same way as the 2D images.

Background

Through the Registration: Manual 2D Series window (Figure 115), this
algorithm provides the tools for manually registering images and the ability
to use two of the landmark registration algorithms. The Registration:
Manual 2D Series window includes two tabs: Blended and Dual.

[#:920_10 +920_13 M:0.25 - 10O] x|
File

Blended Ii

AlphaBlending 1 [ 1 1 1
Ref B 0.75E. 03R4 0754 Bdj. &

=

hﬁ‘@%@x@%"‘)‘mu‘
1.n$f'.¢‘1.nQDG

Figure 115. Registration: Manual 2D Series window
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4

On the Blended page, the window superimposes the image to be registered
on top of the reference image. This page includes icons for aligning,
rotating, alphablending, and magnifying or minifying the images as well as
icons for modifying the lookup table for each image and for applying a
checkerboard pattern to assist in alignment.

Clicking the Dual tab opens the Dual page, which displays the images side
by side. A number of icons appear in the toolbar. The red icons are color
coded to the reference image, which appears on the left and is surrounded
by a red border. The green icons apply to the image to be registered, which
is shown on the right side of the page and is surrounded by a green border.

Before being able to use either the Thin Plate Spline or Least Squares
algorithm, you must first delineate a minimum of three corresponding
points on both images. These points serve as guides, or landmarks, for
aligning the images. In order for the points to be corresponding, you should
delineate each point in the same sequence; i.e., the first point that you
delineate on the reference image should be the first point delineated on the
image to be registered, the second point on the reference image should be
the second point delineated on the image to be registered, and so on.

To delete a point, you must first select the point and then use the
appropriate Delete icon to delete it. However, before you can select the

point, you need to return the cursor to its default mode using the k" jcon.

On both the Blended and Dual pages, you can modify the lookup table

(LUT) by clicking B , the LUT icon. When you select B , the Lookup Table
window appears. This window includes two tabbed pages: one for Image A,
the reference image, and one for Image B, the image to be registered.

A common icon—' “, the Reset icon—appears on both the Blended and
Dual pages. Use this icon if you want to restore the original version of the
images. This icon deletes all points on the reference image and on the image
to be registered.

Note: If the Apply button has already been selected, the Reset icon undoes all
changes that occurred since the last time the Apply button was selected.
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IMAGE TYPES

You can apply this algorithm to 2D grayscale and color images.

The dimensions or image type of the image to be registered need not be the
same as the dimensions or image type of the reference image. The registered
image has the same image type as the image to be registered and the same
extents as the reference image.

SPECIAL NOTES

The following notes apply:

e For 2D images, three or more points are required. The algorithm may
fail if nearly all of the points fall on the same line.

e For 3D images, four or more points are required and the algorithm
may fail if the points nearly all fall on the same plane.

REFERENCES
Refer to the following references for more information:

“Least-Squares Fitting of Two 3-D Point Sets” by K.S. Arun, T.S. Huang, and S.D. Blostein,
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-9, No. 5,
September, 1987, pp. 698-700.

David Eberly, “Thin Plate Splines” of Magic Software at http://www.magic-software.com.
Also at the same site are the files: MgcInterp2DThinPlateSpline.h,
MgcInterp2DThinPlateSpline.cpp, MgcInterp3DThinPlateSpline.h,
MgcInterp3DThinPlateSpline.cpp Paper that explains warping from one x,y source to
another x,y target set.

Fred L. BookStein, “Principal Warps: Thin-Plate Splines and the Decompositions of
Deformations,” IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 11,
No. 6, June 1989, pp. 567—585.
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Applying the Manual 2D Series algorithm on 2D images

To run this algorithm, complete the following steps:

1 Open two images: the reference image and the image that you want to
register.

2 Select the reference image.

3 Select Algorithms > Registration > Manual 2D Series. The Load dialog
box appears.

{#:Load 920_10 and Image x|
 Select from frame or file

~Frame

® Set as ImageB: 020_13 -
rFile

& ’7 Browse

‘ OK ‘ ‘ Cancel |

Figure 116. The Load dialog box

4 Select the image that you want to register to the reference image.

selects the other open image—the one you did not select—as Image B, or the

V Tip: If only two images are open, the Set as Image B box automatically
image to be registered.

To select a different image, click Browse to find and open another image
file.

5 Click OK.

The Manual 2D Series window opens.

V Tip: Opening this window automatically corrects image resolution and
scaling.
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Note that this window includes two tabs:
e Blended, which displays the Blended page
¢ Dual, which displays the Dual page

The Blended page shows both images: the image to be registered
superimposed on top of the reference image. Note that the icons near
the top of the page allow you to move the image to be registered in all
directions or specifically up, down, left, and right a certain number of
pixels. You can also rotate the image to be registered clockwise or
counterclockwise.

6 Click Dual to go to the Dual page.

The Dual page shows both the reference image and the image to be
registered side by side in the image area at the bottom of the page.

Note that the border around the reference image, the image on the left
side of the page, appears in red. The border around the image to be
registered, which is on the right side of the page, appears in green.
Several of the icons near the top of the page are color coded to the
images. That is, the red icons apply to the reference image, and the
green icons apply to the image to be registered.

7 Place at a minimum three landmarks, or points, on each of the images.

On the reference image, click i , the Reference Slice Markers icon, and
click the mouse on the reference image where the landmark should be
located. The landmark appears on the image in red type and is
sequentially numbered. Create at least two more landmarks on the
image.

On the image to be registered, click F , the Adjusted Slice Markers
icon, and creates a landmark on the image by clicking the mouse. The
landmark, which is sequentially numbered, appears in green type.
Create a minimum of three landmarks on the image.

To delete a point on the reference image, you need to return the cursor

to its default mode by clicking on = ¥ . You can then select the point by

clicking on it with the mouse and then delete it by clicking ¥, the
Delete selected reference slice markers icon.
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To delete a point on the image to be registered, or adjusted image, click

k| select the point, and then delete it by clicking 4", the Delete
adjusted slice markers icon.

8 Select, if desired, either & , the Least Squares algorithm icon, or # ,
the Thin Plate Spline algorithm, to register the images. The program
registers the images and the landmarks appear in yellow type followed
by the specific positions in parentheses.

9 At this point, you should determine the following;:

e Whether there is a need to make manual adjustments to the
registration. If so, return to the Blended page and use the direction

or the rotation icons. Use % to verify alignment (refer to “Making
manual adjustments to the image to be registered” on page 312 and
to the following tables for more information.

e Whether to run the other algorithm. If so, simply click either L ,

the Least Squares algorithm, or & , Thin Plate Spline algorithm, as
appropriate.

e Whether to restore the image to its original form by clicking

e Whether to select Apply to keep changes made by the algorithm.

Making manual adjustments to the image to be
registered

After you apply either = , the Least Squares algorithm icon, or & , the
Thin Plate Spline algorithm on the images, you may want to manually
ascertain whether key portions of the reference image and the image to be
registered, or adjusted image, are in alignment. One way of checking

alignment, or registration, is using & , the Window region of image B icon. A
recommended method for checking registration and for correcting it
follows.
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To check registration, do the following:

1 Click Blended in the Manual 2D Series window to display the Blended
page. Both the reference image and the image to be registered, or
adjusted image, appear at the bottom of the window. The adjusted
image is superimposed over the reference image.

2 Note that the arrow on the Alphablending slider appears in the middle
of the slider at 0.5R/A, which means that 50 percent of each image are
shown on the page.

3 Slide the arrow on the Alphablending slider all the way to the right until
it reaches the label “Adj. A.” This label indicates that 100 percent of the
adjusted image is displayed on the page and, therefore, the reference
image does not appear.

Note: The label “0.75A” means that 75 percent of the adjusted image appears
and only 25 percent of the reference image is displayed.

4 Click W , the Lookup Table icon, to display the Lookup Table window. Note
that the window includes two tabs: one for Image A, the reference image,
and one for Image B, the image to be registered.

5 Drag the image intensity line for the red channel up in the middle to
adjust the color of the adjusted image. In this case, it creates a lighter
colored red. The adjusted image now appears in pale red.

in doing this task is to easily distinguish the adjusted image from the reference

% Note: Actually, you can change the color of the image to any color. The purpose
image.

6 Move the slider arrow all the way to the left on the slider. The label “Ref.
R” indicates that the page now displays 100 percent of the reference and
does not display the adjusted image.

7 Click Q and position the cursor over the reference image. Notice that a
square box appears on the image. The box is filled with a red image,
which is the adjusted image. You can use this box to look at the
alignment of details in the images.
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you can view details of the images while checking alignment. To maximize the
@&, low, simply click Izl, the Restore button. To maximize the image, click
, the Magnify image 2.0x icon, which magnifies the image to twice its

current size, as many times as needed.

v Tip: You may want to maximize the window and enlarge the images so that

8 Determine whether you want to correct the alignment of the images. If
you do, there are several ways to move the adjusted image:

e Moving the image using 2 ,the Translate image icon (refer to
“Moving the adjusted image in any direction” on page 315)

e Moving the image using the direction arrows (refer to “Moving the
adjusted image with the direction arrows” on page 316):

. t , the Move image up icon

¥ | the Move image down icon

»

, the Move image right icon

e

, the Move image left icon

Setting the number of pixels to move the image with 1 | the Set
pixel increment icon

¢ Rotating the image with the following icons (refer to “Rotating the
adjusted image” on page 316):

()

, the Rotate image icon

o4 , the Rotate clockwise icon

£ , the Rotate counterclockwise icon

10" the Set degree increment icon
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MOVING THE ADJUSTED IMAGE IN ANY
DIRECTION

The Translate image icon, or ., allows you to move the adjusted image in
any direction. This icon only appears on the Blended page, which is where
all manual adjustments to image registration occurs.

To move the adjusted image, click ., and, holding down the left mouse button,
drag the icon in the direction in which to move the image, and then release the
mouse button. After a few moments, the image appears in the new position. Note
that, depending on where you moved the adjusted image, its outer portions may
disappear beyond the outer edges of the reference image (Figure 117). In this case,

you can use . to move the adjusted image again.

#:1148_12 + 1148_13 M:0.25 ] =10 x|
File
Blended i
AlphaBlending 1 I | | |
Ref R 0.75R 0.5R/4 0754 Adj. &

W B a aQa® | 9| ay |
1.n.{lr§¢‘1.nQDG

/ Adjusted image

Reference image

Figure 117. The Blended page of the Manual 2D Series window showing the
adjusted image moved down and to the right
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MOVING THE ADJUSTED IMAGE WITH THE
DIRECTION ARROWS

The icons that display direction arrows ( * , the Move image up icon; ¥

the Move image down icon; » , the Move image right icon; and . , the
Move image left icon) let you move the adjusted image in one direction only
by a specified number of pixels. The default number of pixels is 1; however,
the number of pixels may be from 0.01 to 2048.0. Therefore, the direction
arrows provide the greatest specificity in moving the image, which is perfect
for fine adjustments.

To change the number of pixels, click | the Set pixel increment icon;
enter a number in the Pixel Increment box; and click Apply.

ROTATING THE ADJUSTED IMAGE

If the rotation of the adjusted image is incorrect, you can change the

&

rotation of the image with the rotation icons: , the Rotate image icon;

o4 , the Rotate clockwise icon; and € , the Rotate counterclockwise icon.

To select the center of rotation for the image, click = and set the center by
clicking with the mouse on the image. The letter C appears with a yellow
crosshair cursor (Figure 118). You can then drag a line from the center of
rotation to move the image above or below the center of rotation. To rotate

the image clockwise, click 2 ; and to rotate the image counterclockwise,

click & .

MIPAV User’s Guide, Volume 2, Algorithms 316
8/31/07



Chapter 2, Using MIPAV Algorithms: Registration: Manual 2D Series
MIPAYV

.............................................
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Window region of image B
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Figure 118. Manual 2D Series window showing center of rotation

As with the direction arrow icons, you change the degree increment to
achieve exact registration. The default degree increment is 1.0, but you can

specify from 0.01 to 360 degrees. To change the degree increment, click **
the Set degree increment icon. The Change Degree Increment dialog box
appears. Enter the degree increment in the Degree Increment box, and click
Apply.

3
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ose Registration oses this window without saving the images.

ow VOIs in Displays, on the Blended page, the VOIs that you
blended window delineated on the Dual page.
Blended tab Displays the Blended page, which shows the image to be registered

superimposed on the reference image. This page allows you to move and align
the image to be registered with the reference image.

Dual tab Displays the Dual page, which shows each image side by side, and allows you
to delineate three or more landmarks on each image before you apply the
Landmark—Least Squares algorithm or the Landmark—Thin Plate Spline
algorithm to the images.

Alphablending Adjusts the translucency of the alpha channels in each image using the

slider alphablending technique. When two images share a window, you can adjust
the alphablending settings so that you can see a blend of both images and can
compare overlapping regions in two datasets.

Displays the Lookup Table window, which includes two tabs: Image A, the

w Lookup table reference image, and Image B, the image to be registered.
2 Displays a checkerboard pattern on the images. You can use this pattern for
Checkerboard assistance in aligning the images.
A&B

Figure 119. Manual 2D Series window showing the Blended page
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@ Doubles the size of images, magnifying them to twice their current size. If an
Magnify image is too large for the current window size, scroll bars appear, and you may
image 2.0x need to manually adjust the size of the window.
To restore an image to its original size, use < , the Magnify image 0.5x icon,
as many times as you used this icon.
Reduces the magnification level of images in half. To restore images to their
Magnify &
image 0.5x original size, use , the Magnify image 2.0x icon, as many times as you
used this icon.
Hides the reference image below a windowed mouse cursor; slide
& Window alphablending slider to the reference image

region of image B

Reset image
to original state

Restores image to its original state. This icon deletes all points on the
reference image and on the image to be registered. If the Apply button has
already been selected, the Reset icon undoes all changes that occurred since
the last time the Apply button was selected.

Y Apply

Commits the changes that you made to the images, but it leaves the window
open for you to make further changes if desired.

10 set pixel

increment

Determines the number of pixels to use when any of the move image icons are
used. When you click this icon, the Change Pixel Increment dialog box opens.

5 _
k4, Change pixel incre ﬂ
Pixel Increment (0.01 - 2042.0% (1.0

‘ Apply ‘ ‘ Cancel ‘

Although the default is 1.0, when the pixel increment is changed to another
number, that number displays on the toolbar rather than 1.0. For example, if
you changed the pixel increment to 550.0, =M \would appear on the toolbar.
You can use any pixel increment from 0.01 to 2048.00.

+ Translate
image

Moves Image B, the image to be registered, in any direction you drag the

L0

image by the number of pixels indicated in , the Set pixel increment icon.

*
up

Move image

Moves Image B, the image to be registered, up by the number of pixels

L0

indicated in , the Set pixel increment icon.

¥ Move image
down

Moves Image B, the image to be registered, down by the number of pixels

L0

indicated in , the Set pixel increment icon.

Figure 119. Manual 2D Series window showing the Blended page (continued)
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» Moves Image B, the image to be registered, right by the number of pixels
Move image
right indicated in ™, the Set pixel increment icon.
- Moves Image B, the image to be registered, left by the number of pixels
Move image L ) o .
left indicated in ", the Set pixel increment icon.
. Determines the degree to use when rotating images, rotating images
. Set degree clockwise, or rotating images counterclockwise. When you click this icon, the
increment Change Degree Increment dialog box opens.
ii% change degree incre x|
Degree Incrernent (0.01 - 36000 [1.0
‘ Apply H Cancel ‘
Although the default degree increment is 1.0, when the degree increment is
changed to another degree, that degree increment displays on the toolbar
rather than 1.0. For example, if you changed the degree increment to 180.0,
(I}
would appear on the toolbar. You can set the degree increment from 0.01
to 360.0.
0 Allows you to select a center of rotation by clicking on the image with the

Rotate image

mouse. It then allows you to then move the image above or below the center
of rotation by dragging a line from the center of rotation.

Rotates the image to be registered clockwise by the number of degrees

]
Rotate indicated as the degree increment. To restore the image to its original rotation,
clockwise
click , the Reset image to original state icon.
G Rotates the image to be registered counterclockwise by the number of degrees
Rotate incited as the degree increment. To restore the image to its original rotation,

counterclockwise

click , the Reset image to original state icon.

Image area

Superimposes the image to be registered on the reference image and allows
for the image to be registered to be moved, magnified, or rotated.

Figure 119. Manual 2D Series window showing the Blended page (continued)
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1:920_10 {M: 0.25) + 920_13 (M:0.25) -0 x|

ose Registration oses this window without saving
images.

ow VOIs in blended Displays, on the Blended page, the VOIs
window that you delineated on the Dual page.

Blended tab Displays the Blended page, which shows the image to be registered superimposed
on the reference image. This page allows you to move and align the image to be
registered with the reference image.

Dual tab Displays the Dual page, which shows each image side by side, and allows you to
delineate three or more landmarks on each image before you apply the
Landmark—Least Squares algorithm or the Landmark—Thin Plate Spline
algorithm to the images.

Displays the Lookup Table window, which includes two tabs: Image A, the

i Lookup reference image, and Image B, the image to be registered.
Table
Q Doubles the size of reference images, magnifying them to twice their current size.
Magnify If an image is too large for the current window size, scroll bars appear, and you
reference may need to manually adjust the size of the window.
image 2.0x

a

To restore reference images to their original size, use
image 0.5x icon, as many times as you used this icon.

, the Magnify reference

Figure 120. Manual 2D Series window showing the Dual page
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MIPAYV
Reduces the magnification level of reference images in half. To restore reference
& Magnify Q
reference images to their original size, use , the Magnify reference image 2.0x icon, as
image 0.5x many times as you used this icon.
Q Doubles the size of adjusted images, magnifying them to twice their current size.
Magnify If an image is too large for the current window size, scroll bars appear, and you
adjusted may need to manually adjust the size of the window.
image 2.0x
To restore adjusted images to their original size, use & , the Magnify reference
image 0.5x icon, as many times as you used this icon.
Reduces the magnification level of adjusted images in half. To restore adjusted
Magnify Q
adjusted images to their original size, use , the Magnify reference image 2.0x icon, as
image 0.5x many times as you used this icon.
Applies the Landmark—Least Squares algorithm to the image to be registered.
i Apply After the algorithm is applied, if needed, you can apply the Landmark—Thin Plate
least squares Splines algorithm on the image, or you can manually adjust the alignment of the
alignment image on the Blended page.

& Applies the Landmark—Thin Plate Spline algorithm to the image to be registered.
Apply thin After this algorithm is applied, if needed, you can apply the Landmark—Least
plate spline Squares algorithm on the image, or you can manually adjust the alignment of the

alignment image on the Blended page.
Restores the image to be registered to its original state. Restores image to its
Reset original state. This icon deletes all points on the reference image and on the
image to image to be registered. If the Apply button has already been selected, the Reset

icon undoes all changes that occurred since the last time the Apply button was
selected.

+
R* Reference
slice markers

Adds a point to the reference image each time you click the left mouse button.
Note that the points are sequentially labeled from 1 on in the order in which you
created them. To remove points, return the cursor to its default mode by clicking

by , select the point to be deleted, and click & , Delete selected reference slice
markers.

or
Adjusted
slice markers

Adds a point to the adjusted image each time you click the left mouse button.
Note that the points are sequentially labeled from 1 on in the order in which you
created them. To remove points, return the cursor to its default mode by clicking

b , select the point to be deleted, and click A , Delete selected adjusted slice
markers.

Removes the point that you selected in the reference image. To remove a point,

Delete
selected first return the cursor to its default mode by clicking & , select the point to be
referenceslice _
markers deleted, and click & , Delete selected reference slice markers.

Figure 120. Manual 2D Series window showing the Dual page (continued)
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MIPAYV
= Removes the point that you selected in the image to be registered. To remove a
*  Delete
selected point, first return the cursor to its default mode by clicking ks , select the point
adjusted slice =
markers to be deleted, and click ® , Delete selected adjusted slice markers.

by Return to
default mode

Returns the cursor to its default mode, which allows you to change from adding
points to deleting points from the image.

S Apply

Commits the changes that you made to the images, but it leaves the window open
for you to make further changes if desired.

Figure 120. Manual 2D Series window showing the Dual page (continued)

Applying the Manual 2D Series algorithm on 2.5

images
To run this algorithm on 2.5D images, complete the following steps:
1 Open a single 2.5 image dataset. When you apply this algorithm, you
select the slices in the dataset that you want to register.
2 Perform, as an option, any other image processing, except scaling, on
the image dataset.
3 Select Algorithms > Registration > Manual 2D Series. The Manual 2D
Series window for 2.5D images (Figure 121) opens.
Because you are registering slices of an image, and not separate images,
all of the necessary icons and controls appear in a simple window that
does not include tabbed pages. Note that there are two sliders at the top
of the page:
* Reference slice slider—Allows you to choose which slice to use as a
reference image.
e Adjusted slice slider—Allows you to choose which slice to use as an
image to be registered.
The boxes to the right of each slider indicate which slice you are
currently viewing.
All of the remaining icons and controls work in the same way that they
do on the Manual 2D Series window for 2D images (refer to Figure 119
and Figure 120).
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Megical Image Processing Analysis & Visualization

FXsh_3703_1 M:1.0 -a] x|

o]

File

Reference shee (1 - 12)

Adjusted shice (1 - 18}

AlphaBlendi =9

¥ e Fef B 075E O5RMA 0754 Adi 4
W R QAR EF| O ey
wehghd e 8 @ 0o G

Figure 121. Manual 2D Series window for 2.5D images

For 2.5D images, this window does not include the Blended and Dual tabbed
pages. Rather is incorporates some of the same interface controls that appear on
the Blended and Dual pages, such as icons and the alphablending slider. Note
that you can place landmarks on the image in this window.

Refer to the instructions for “Applying the Manual 2D Series algorithm
on 2D images” on page 310.
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Registration: Time Series Optimized Automatic
Registration

This algorithm allows you to register the individual 3D volumes within a 4D
time series to a reference volume. The reference volume is either a
particular one of the 3D volumes or an average of all of the 3D volumes.

Background

The Automatic Time Series Registration algorithm is based on MCFLIRT
(Motion Correction—FMRIB's Linear Image Registration Tool), a tool
developed at the Oxford Centre for Functional Magnetic Resonance
Imaging of the Brain at the John Radcliffe Hospital, University of Oxford.

To use this algorithm, first select a 4D time series volume requiring
registration. Then select Algorithms > Registration > Time series optimized
automatic registration in the MIPAV window. The Time Series Registration
dialog box (Figure 122 on page 332) opens.

REGISTERING VOLUMES

Note that the fields in the dialog box appear in two groups: Input Options,
which apply to the 4D time series requiring internal registration, and
Output Options, which apply to displays for the transformed 4D series.
There are two choices for choosing a reference volume. You either choose a
specific volume in the time series by selecting Register to reference volume
(1 through the number of volumes in the time series) and typing the number
of the volume in the box on the right, or you select Register to average
volume, which averages all of the volumes in the reference volume. The
algorithm rescales the reference volume so that the voxels are isotropic, that
is, have equal x, y, and z dimensions.

If the reference volume exceeds a threshold of 75,000 voxels, the algorithm
creates versions of the reference volume that are subsampled first by 2, then
by 4, and, finally, by 8. Although three subsamplings are possible, only 2, 1,
or 0 subsamplings may occur if the reference volume can be subsampled
while it has greater than 75,000 voxels.
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The algorithm performs the following cycle with different tolerances used at
each level with first the subsampled-by-8 reference volume; then the
subsampled-by-4 reference volume; then the subsampled-by-2 reference
volume; and, finally, the original reference volume.

For each volume in the time series, the algorithm starts at the reference
volume + 1 and proceeds to the last volume in the time series. It then starts
at the reference volume - 1 and proceeds to the first volume in the time
series.

For each volume, the algorithm does the following:

1 Isotropically rescales the current volume

2 Subsamples the current volume to the same subsampling level as the
reference volume

3 Creates a cost function with the reference volume and the current
volume and uses Powell's algorithm to optimize with the tolerances
specific to the subsampling level

4 Stores the answer as a list of matrices, which it uses for the starting
point in the next level of subsampling

To perform the cycle with only unsubsampled images at the expense of
speed, make sure to clear Subsample image for speed in the Time Series
Registration dialog box.

To speed the registration, select Set final subsample at level 2 to cause the
last set in the cycle using full-sized images to be skipped.
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CHOOSING A COST FUNCTION

The default cost function is normalized cross correlation. However, you can
also select correlation ratio, least squares, and normalized mutual
information as cost functions.

Normalized cross correlation

Normalized cross correlation is:

var(RI)
JvarR - varl

where N is the normalized cross correlation and var is the variance.

N =

varRIl = sum(RI)  (sumR -suml)
(count—1) ((count—1)-count)
2
_ sum(R") (sumR - sumR)
varR = -
(count—1) ((count—1)-count)
varl = S“m(lz) (suml - suml)

(count—1) - ((count—1) - count)

where
R = the reference image value - reference image minimum value
I = the input image value - input image minimum value

count = total number of values
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Correlation ratio

For correlation ratio, the algorithm goes over all pixels forming numy,
sumY, and sumY2:

iV = (int)(R(index)—minR) x constant

numY[iV] = numY[iV]+1

sumY[iV] = sumY[iV]+I—minl

sumY2[iV] = sumY2[iV] -i-(IfminI)2
where

iV = index Value

int = integer part of a number

1= input image value

R = reference image value

minl = minimum input image value
minR = minimum reference image value

The algorithm next calculates the individual variances for each ISO-set
weighting them by the number of pixels from the input image that
contribute.

Summing from » = 0 to nBins—1:

numTotY = numTotY + numY[b]
totSumY = totSumY + sumY[b]
totSumY2 = totSumY2 + sumY2[b]

The following should be the bth ISO-subset variance:
varB = (sumY2[b] —sumY[b] x sumY[b]/numY[b])/ num¥Y[b]—1)

Ratio = corrRatio +varB x numY[b]

The algorithm then normalizes the weighting of numYT]:

corrRatio = (corrRatio)/(numTotY)
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Next, it calculates the total variance of input image and then normalizes by
the following:

vartTot = (totSumY2 —totSumY x totSumY/
numTotY)/(numTotY —1)

corRatio = corRatio/variance

Least squares

For least squares, the algorithm uses the following:

> (valueR — value[)2

count

LS =

where

LS = least squares

valueR = reference image[i] - minimum reference image value
valuel = input image[i] - minimum input image value

count = the number of values over which the sum is performed

Normalized mutual information

For normalized mutual information, the algorithm uses the following:

M = H(R,I)/(H(R) + H(I))
where

M = normalized mutual information
R = reference image values
I=input image values

q = locations

H(R,I) = ijklog(pjk)
Jrk
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where

Dy = (Number of elements for which Valuej < R(q) < Valuej+1 and
Valuek < I(q) < Valuek+1)/total number of elements

H(R) = -sum over j of (pjlog(pj)) where p; = (Number of elements for
which Valuej < R(q) <Valuej+1)/total number of elements

H(I) = -sum over k of (plog(p,)) where p, = (Number of elements for
which Valuek < I(q) < Valuek+1)/total number of elements

The normalized mutual information definitions require the specification of
a partition of intensities: {Valueo,Valuet,...,ValueM}.

COMPLETING THE DIALOG BOX

Unless the algorithm is in the final cycle with full-sized images and you
selected Finalize with normalized cross correlation sinc, the input image
value is obtained with trilinear interpolation. In that case, windowed sinc
interpolation is used to obtain the input image value in a normalized cross-
correlation routine.

To show the resulting image, select Display transformed image.
By default, the interpolation used to calculate the transformed image from
the array of transformation matrices is trilinear. However, you can select

bspline 3rd order, bspline 4th order, cubic lagrangian, quintic lagrangian,
heptic lagrangian, or windowed sinc.

If you select graph rotations and translations, MIPAV produces two graphs:
the first graph has x, y, and z translations, and the second graph contains x,
Y, and z rotations.

IMAGE TYPES

The algorithm works on both 4D color and grayscale images.
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SPECIAL NOTES

None.

REFERENCE

Refer to the following references for more information:

For more information on MCFLIRT, visit the MCFLIRT home page at http://
www.fmrib.ox.ac.uk/fsl/mcflirt/index.html. The main paper is: Jenkinson, M., Bannister, P.,
Brady, M., and Smith, S., “Improved optimisation for the robust and accurate linear
registration and motion correction of brain images,” NeuroImage, 17(2): 825-841.

Jenkinson, Mark, and Smith, Stephen, “A global optimisation method for robust affine
registration of brain images,” Medical Image Analysis, 5(2): 143-156.

Applying the Time Series Optimized Automatic
Registration algorithm

To run this algorithm, complete the following steps:
1 Open an image.
2 Perform, as an option, any other image processing on the image.

3 Select Algorithms > Registration > Time Series optimized automatic
registration. The Time Series Registration dialog box (Figure 122)
opens.

4 Complete the information in the dialog box.

5 Click OK.

The algorithm begins to run, and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and
the results appear in a new window.

If you selected Display transformed image, the transformed image
appears in a new window. If you also selected Graph rotations and
translations, a graph of rotations and a graph of translations appear.
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hhhhhh MUIEAY. Registration

[F;‘] Time Series Registration

~Input Options

Dlegrees of freedom: Rigd - 6 -

Interpolation: Trilingar -

Cost function: Mormalized cross correlation
|_| Finalize with nommalized cross comelation sing
[¥] Subsarple irage for speed
[ Set final subsarple at Level 2 (speeds registration)
(®) Register to reference volume(1-45) |23
) Register to averaze volurae

- Ouiput Options
[v] Display transformed irmage

Interpolation: ‘ Trilingar -
[ Graph rotations and translations

OK | ‘ Cancel ‘ | Help
Degrees of freedom Specifies the spatial model used to restrict the type of linear transformation
being applied during registration. Select one of the following: rigid-6, global
rescale-7, specific rescale-9, and affine-12.
Interpolation Select interpolation if isotropic resampling is needed. Select one of the

following: trilinear (default choice), bspline 3rd order, bspline 4th order,

cubic lagrangian, quintic lagrangian, heptic lagrangian, and windowed sinc.

Cost function

Specifies a function that measures the deviation of output from input.
Select one of the following: correlation ratio, least squares, normlized cross
correlation, and normalized mutual information.

Finalize with
normalized cross
correlation sinc

Obtains the input image value for full-sized images by performing, as the
last step of registration, a normalized cross correlation cost function, which
uses windowed sinc interpolation. The default is not selected.

Subsample image
for speed

Subsamples first by 8 times, then by 4 times, then 2 times, and, finally, by
an unsampled image if the image is large enough. If not selected, all steps
of the algorithm use full-size images. The default is selected.

Set final subsample
at Level 2 (speeds
registration)

Skips the last step in the algorithm that uses full-size images. The default is
not selected.

Figure 122. The Time Series Registration dialog box
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Registration

Register to
reference volume
(1-number of
volumes in times
series)

Registers the volume to be registered, or adjusted volume, to the reference
volume you specify. For example, typing the number 22 in the text box on
the right indicates that the adjusted volume should be registered to volume
22 of the reference volume.

Register to average
volume

Registers all volumes in the time series to the average of all of the volumes.

Display
transformed image

Shows the resulting image of the registered volumes.

Interpolation

Calculates the output image from the array of transformation matrices and
input image. You can select trilinear, bspline 3rd order, bspline 4th order,
cubic lagrangian, quintic lagrangian, helptic lagrangian, or windowed sinc.
The default choice is trilinear.

Graph rotations and
translations

Produces two graphs: one graph includes the x, y, and z translations and
the second graph contains x, y, and z rotations.

Display
transformed image

Display transformed image If selected, the transformed image appears in a
new window. By default, this option is selected.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this
dialog box.

Help Displays online help for this dialog box.

Figure 122. The Time Series Registration dialog box (continued)
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Reslice—Isotropic Voxels

Background

Image resampling is an interpolation process in which anisotropic voxels
(in the Z direction) are resampled into isotropic-sized voxels. The new
voxels are formed by taking the weighted combination of the source voxels
within a defined neighborhood of the reference voxel. Three interpolation
methods are supported: linear, cubic convolution, and cubic B-spline.

Refer to the Transform algorithm for resampling an image at various
orientations using a choice of interpolation methods.

This section shows the equations that MIPAV uses for the three
interpolation methods for the algorithm. Figure 123 shows an original
image and the resulting images after linear, cubic convolution, and cubic B-
spline interpolation are applied.

LINEAR INTERPOLATION

The equations for linear interpolation are the following:

R(u) = u+1 for 0<u<l
R(u) = 1-u for 0<u<l

CUBIC CONVOLUTION INTERPOLATION

The equations that apply to cubic convolution interpolation are:

RGu) = 2ul” - 3l 1 for  0<lul<1

R(u) = —%Iul3 + %|u|2—4|u| +1  for 1<ul <2
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CuBIC B-SPLINE INTERPOLATION

MIPAV uses the following equations for cubic B-spline interpolation:
2

ul

R(u)=%+%|u|3f| for 0<ul<1

3
R(u) = é[27|u|] for 1<|ul<2

W Isotropic 99/190 M0 =181 x|

(A) Original image (B) Linear interpolation

.4 Isotropic 99190 Ml

(C) Cubic convolution interpolation (D) Cubic Bspline interpolation

Figure 123. Reslice—Isotropic Voxels algorithm applied to an image

IMAGE TYPES

You can apply this algorithm to all image data types except RGB and
complex. This algorithm can not be applied to 2D and 4D images.
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SPECIAL NOTES

None.

REFERENCES

None.

Applying the Reslice—Isotropic Voxels algorithm

To run this algorithm, complete the following steps:

1 Open an image.

2 Select Algorithms > Reslice—Isotropic Voxels. The Reslice dialog box

(Figure 124) opens.

3 Select an interpolation method in Interpolation.

4 Click OK.

A status message appears. When the algorithm is complete, the results

appear in a new image window.

Interpolation

Specifies the type of interpolation to
use when applying this algorithm. You

can select one of the following: linear, ¥4 Reslice x|
cubic, or cubic B-spline. Choose interpolation
OK Applies the Reslice—Isotropic Voxels Interpolation: | Linear b
algorithm according to the
specifications in this dialog box. | 0K H Cancel H Help |
Cancel Disregards any changes you made in
this dialog box; closes the dialog box.
Help Displays online help for this dialog box.
Figure 124. Reslice dialog box
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B-Spline Automatic Registration

This section describes the B-spline based registration of images in three
dimensions. The description specializes to two dimensions in the obvious
manner.

Background

Let the target image have dimensions p, x p, x p, with image indices
satisfying 0 <jg<pPgr 0<jy<p;> and 0 <j,<p,. Let the source image have
dimensions 4o > qq % 4y with image indices satisfying 0 < ko<ag,0<k <q,
and 0 < ky<gq,. The B-spline volume function maps indices Jord 10 via

Equation 49.
EQUATION 49

n ny 2 . . .
Jj0j1;2 i o 20 i d po—1 i, d; py-1 iy, dy py—1) iy
0=0 "1 2
where the N, (1) functions are the B-spline basis functions, and the B
e e

values are the control points. The numbers ngs>ny s and n, are user
selectable, the degrees dy, dy, and dy for the basis functions are user

selectable, and the B-spline basis functions are open and uniform.
The control points have the following characteristics:

¢ Each control point has coordinates from the unit cube.In two
dimensions, each control point has coordinates from the unit square.

¢ The initial placement of the control points depends on the B-spline
basis and must yield the identity function; that is,
J J J
M- { 0o N1 D
Jo/ /2 p0—1p1—1p2+l

points is described in Section “Improving performance ” on page 344-.

J . The initial placement of the control
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¢ A control point is said to be in the outer layer if one of its indexes is
either the minimum index (zero) or the maximum index (one less than
the number of control points in a given dimension). The position of the
control points in the outer layer are fixed as follows:

EQUATION 50

0,y .,z )
011,12 ( i1’y

=X Y ,0)
o’ll’ (’0 "

-1, 11,12 ( iz)
B. ( ,l,z)
iy~ L )
B, ( ~,y v )
lo,ll,l/lz

This constraint implies that the 0 < K, <4q,, for all w.

¢ A control point not in the outer layer is said to be an interior control

point. The position of the interior control points is constrained such
that its movement must not cause any folding in the B-spline
transformation. Folding is defined to occur when there is a negative
value anywhere in the computed deformation for the current B-spline
transformation. The computation of the deformation is described in
Section “Deformation” on page 348. The method by which folding is
detected is described in Section “Detect folding ” on page 349.

Each Mjgi ; contains normalized 3D coordinates (i.e., in the unit cube)

V2
that identify a location in the source image corresponding to the sample at
( Jord 1572 ) in the target image. The MjOj 12 coordinates are related to sample

_( k'O k'l k’2
qO*13q1*1392*1

coordinates in the source image by M. J where

Jo//2
the output indices (k'o, kK ) are considered to be continuous values; that
is, they are not necessarily integer valued. If the source image’s samples are
S ,where 0 <k’ <gq_  forall w, we need to evaluate the image at the

k kl’ k2 w o Tw
nonintegral values (k’O, kK, ). We can use trilinear interpolation to do

this (use bilinear interpolation in the case of two-dimensional (2D)
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registration). Let k,, = |k’w , the largest integer smaller than K, Define

Aw = k' -k . The interpolated image value is:

EQUATION 51

Uo = (1=80) S ke ke, ™20 Sk + 1,k ky

Uy = (0=80) S g w1,y T 20 Sk + 1,k + 1, &y

Up = (1=80) St kg + 1720 Sk 1,k ky + 1

U

37 =80 S g w1, ky+ 17207 S

kot 1,k +1,k+1

Vo= (1-A))-Uy+A,-U,
Vi=(1-A)-Uy+A, - U,

Sk k', Ky = (1=4Ay) - Vy+ A, 7,

If the target image samples are TJ - ,where 0</ <p  forall w,then

07]1’]2
the source image S is trilinearly interpolated at ( 4’ £',, ', ), which are the

coordinates of Mjojljz . This means that the currently registered source

image, denoted S’, has the same dimensions as the target image and can be
defined in terms of the target image samples as S'Gysdpdg) = Sk g k' K y) .

A measure of error between the two images 5(jo,j1,j2) and Tjg ;; j» can be

computed. A number of possible error measure functions are defined in
Section 1.2. The goal is to select the control point positions to make the
error measure as small as possible. This is done by moving a single control
point at a time using gradient descent.

The gradient of the error function is estimated for the control point Bi,,i,,i,

by means of finite differences, where changes in the error function are
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measured for small steps of the control point from its current position in
each of the coordinate axis directions. Let Ax , Ay and Az be small step
sizes equivalent to one sample increment in the target image,

EQUATION 52

The gradient of the error function is estimated at each control point By j; ;,-

The gradient at each control point is denoted by

EQUATION 53

By - (E(iO+Ax,[l,iz)—E(iO—Ax,il,i2) E(igiy + Ay, iy) — E(igi Ay, i) E(i0i1[2+Az)—E(i0ili2—Az))
o'rh 2 Ax ’ 2-Ay ’ 2 Az

The gradient descent step is as follows. The current control point under
consideration is By, ;, ;,. The ray originating at this point and having
direction of greatest decrease in E is

EQUATION 54

B. . . ()y=B. . . +tD
RS EE) Lo 1p b

where the direction is the unit length vector

VE(iy iy is)
- [VE

0 110 12)]

and where VE is computed using Equation 53. The idea is to choose t > 0 to
minimize
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e(t) = E(B';,(n)

A calculus approach which sets the first derivative to zero and solves for t
yields an expression for e(t) that is really complicated. Instead, you should

choose a set of t-values, t' through t,,,, evaluate e(t;) and find the minimum
value. Suppose this occurs at t.. Replace this in Equation 54 to obtain the
new location for the control point.

Only those t-values which do not result in the occurrence of folding in the B-
spline transformation are considered. The method described in Section
“Detect folding ” on page 349 is used to determine if folding occurs for a
given set of control point positions. Note that sample to (i.e., t=0) is
equivalent to the location of the control point before any movement
attempt, and by definition, sample to does not cause folding. A test is made
to determine whether folding occurs for tm, the extreme sample in the set of
chosen t-values. If folding does not occur at tm, then folding does not occur
at any of the other t-values between to and tm. If folding does occur at tm,
then a bisection method is employed to find the tf old value between to and
tm where folding begins to occur. The search for a minimum value of e(t) by
sampling must be limited to the ¢ < t¢ 4.

Error measures

All of the error measures between two images defined in this section assume
that the two images have the same dimensions. This is the case for the tar-
get image Tj, j,J, and registered source image S'(joj1,j2) = S(k',,k',k',).
The particular error measures defined here are only concerned with corre-
sponding samples from the two images or histograms of the values of the
samples from the two images, and are not concerned with whether the
images have two or three dimensions. For simplicity, each image measure
will be defined with a single index to access its samples.
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LEAST SQUARES MEASURE
The least squares measure is defined by
EQUATION 55
Es = YIs'()-10)
j
where the summation is over all the indices for the target image voxels.
Here, S'(j) is a registered source image and T(j) is a target image. The
minimum value of this measure is zero; the maximum value depends on the
range of values in the target and registered source images.
CORRELATION RATIO MEASURE
The correlation ratio measure is defined by
EQUATION 56
ny
Z v Var(S',)
Ecp = *orer
Var(S)
where

e Var(S’) is the variance of the registered source image S’.

¢ kisthe number of intensity histogram bins equally distributed over the
range of intensity values of the target image T.

e S is the k-th isoset defined as the set of intensities in registered source
image S’ at positions where the intensity in target image T is in the k-
th intensity bin.

* 1y is the number of elements in the set Sy, such that N =X n.

e Nis the number of samples in the target image T which is the same
number of samples in the registered source image S’.

e Var(S’) is the variance of the values in the set S’.

The range of values for this measure is [0,1].
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NORMALIZED MUTUAL INFORMATION
MEASURE
The normalized mutual information measure is defined by

EQUATION 57
£ _H(S,T)
NMI H(S)+ H(T)
where
H(S,T) = _zpi’jlogpi,j
i,j
is the standard entropy definition for probability pij estimated using the (i,7)
joint histogram bins, and similarly for the marginals H(S’) and H(T).
The standard entropy calculation
H(S,T) = —ypylogpy
k
for an image X of N samples and user-selectable k histogram intensity bins
equally distributed over the range of samples in image X can be rewritten as
n n
loe( 3
H = _y— =
(X) = -y Flogl %
k

where ny is the histogram value for the k-th intensity bin and N =X} ny. The
computational effort can be reduced by factoring to get
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OO = (—+,

l) >y (lognk —logN)
k
where log n;. can be a precomputed lookup table of logarithms of integer

values.

The range of values for this measure is [0,1].

Improving performance

The gradient descent applied to a control point at a time can be quite slow.
Performance can be improved by taking advantage of the local control
aspect of using B-splines. Since only one control point is being moved at a
time, the local control aspect of using B-splines means that only some of the
registered source image values will be different. Note that for an image of a
given size, the number of image values, under local control, affected by
moving a control point decreases as the number of control points increases.

One performance improvement can be achieved by precomputing the B-
spline basis function values once for each possible sample for each dimen-
sion. Since the registration occurs by transforming the source image into
the space of the target image, all samples for B-spline basis function evalua-
tion always occur at the discrete sample coordinates for the target image.
Since the number of target images samples for a dimension is xed, the B-
spline basis function will be evaluated on the [0, 1] interval at equally
spaced intervals (we are using open, uniform B-splines). For each dimen-
sion, a 2D array is created which stores B-splines basis function evaluations
for each sample with the weight associated with each control point. Because
of local control, many of these weights will be zero indicating that a sample
is not affected by a particular control point. In the process of creating this
2D array of precomputed basis function evaluations, the index range of
samples affected by each control point can be determined. The algorithm to
determine this range does not examine the weights as they are computed;
instead, the range of control points affecting a single sample are determined
from the computed knot index and the known B-spline degree.

Another performance improvement involves maintaining intermediate
error measure calculations. For example, in the case of the least squares
error measure, an image is maintained of the current error calculations,
that is, the target image subtracted from the current registered source
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image. A cumulative total error value is also maintained, which is the sum of
the squared error values for all current values in the error image. When a
control point is moved, the old values that are being replaced are first sub-
tracted from the total error, and then the new values to be stored are added
to the total error. Similar approaches are performed for the correlation ratio
and normalized mutual information error measures such as storing cumula-
tive histogram values and images which contain predetermined histogram
bin indexes.

Initial placement of control points for identity map

Referring to Equation 49 for the definition of the B-spline mapping
function, the identity map is the one which yields

v _(jo 71 sz
Jo/1/> pOAprlfl’p2+l ’

This section describes how to initially place the control points to yield this
identity map. Since a separate set of B-spline basis functions is defined for
each dimension, it happens that the placement of the control points to pro-
vide this identity map is computed independently for each dimension. This
means that the x-coordinate for each control point initially is determined by
the B-spline basis defined for the X-axis, and similarly for other dimen-
sions.

Let k be the coordinate for which the control point identity map is being
computed for the associated B-spline basis. Let ny be the number of control

points defined for that B-spline basis. Let iy be the index of the control point
coordinate such that o<= iy <=ny. The goal is to compute the coordinate

values By for all i, where each coordinate value is in the [0,1] range.
For a B-spline basis of degree 1, the initial placement of the control points

for the identity map is such that the control point coordinates are uniformly
spaced as follows:

EQUATION 58

MIPAV User’s Guide, Volume 2, Algorithms 345
8/31/07



Chapter 2, Using MIPAV Algorithms: B-Spline Automatic Registration

MIPAYV
for coordinate k. If the problem is to register images of three dimensions,
and the B-spline bases for all three dimensions are selected to have degree 1,
then
EQUATION 59
in I, I
B, - [_0, iy _3
A EED) no nyon
For a B-spline basis of degree 2 or larger, the initial placement of the control
point coordinates is computed by the method of least squares. Again
referring to Equation 49 for the definition of the B-spline mapping function,
the identity map for coordinate k is
J k j
£ - 2 Nid ( : jB i
Pr_1 . KoRPR—1) 'k
I = 0
for any target image coordinate j satisfying o<= j <py.
A system of py, equations above for ny + 1 unknowns (i.e., the Biy coordinate
values) is set up in a matrix form AX = C, where
J J
(o) (1= ) (o
T e Yk P 1)) U
The solution is computed as
-1
x=wulay 4lc

The repositioning of the control points to yield this identity map is
guaranteed not have create folding in the resulting transformation.
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COMPOSITION FOR TWO-PASS REGISTRATION

Let S be a source image and T be the target image. If the image S is
registered to image T, then image S becomes the registered source image
where R(T) is the registration mapping. This is graphically shown as:

RIT]

5 5

For B-spline registration, the R(T) mapping is based on the selected B-
spline basis and control points for each axis.

In the case of two-pass registration, the registered source image S’is then
registered to the same target image 7, but this time using different mapping
parameters, i.e., a different set of B-spline basis and control points for the
axes. The output of this second registration is a new registered source image
S”. Let R,(T) be the mapping for the first pass registration and R,(T) be the

mapping for the second pass registration. This is graphically shown as:

Ry[T] R, [T

SR

- -

5 3 3

The usefulness of a two-pass registration is that the first pass would apply a
coarse-level computation to quickly arrive at an approximate registration,
and then the second pass would apply a finer-level computation to continue
from the point where the first pass registration finished. The first pass regis-
tration may use B-spline bases with fewer control points and a smaller
degree.

Although the two-pass registration can be performed in the manner just
described, it is desirable to have a final registration between the original
source image S and the target image T.
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This means defining a mapping R(7) having the same B-spline bases as the
second pass registration mapping R,(7), but which maps the original source

image S into the final registered source image S. This is graphically shown
as:

Ry (T] F(T]

RIT]

The R(T) mapping for the second pass in a two-pass registration is different
in that the initial placement of the control points does not yield the identity
map to the original source image S.

Instead, the initial placement of the control points for R(7T) yields the output
of the R,(T) mapping. This is achieved by initializing the R,(7T) registration
mapping in the normal manner which provides an initial placement of its
control points to yield the identity map from the registered source image S.
The initial placement of the control points for the R(7) mapping then are
the initial placement of the control points for R,(T) mapped through R, (7).

Deformation

The deformation from the nonlinearly registered source image S to the tar-
get image T can be measured at each sample in the target image by comput-
ing the determinant of the Jacobian matrix for the nonlinear
transformation. For three dimensions, the nonlinear registration transfor-
mation is defined by Equation 49. Since each M;;,5, contains normalized
3D coordinates of the position in the source image mapped for each (jo, j1,
j2) in the target image, a map image of 3D coordinates can be created that
contains these M, source images coordinates (this map image has the
same dimensions as the target image). An estimate of the gradient at each
sample in this map image is computed using central finite differences at
interior samples and forward/backward finite differences at “outer layer”
samples. Since each sample in the map image contains 3D coordinates, the
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estimated gradient at each sample then is a 3x3 matrix of values represent-
ing the Jacobian matrix. A single-valued deformation image with the same
dimensions as the target image is created which contains the computed
determinants of the Jacobian matrices for each sample.

If no deformation has occurred at a sample, the Jacobian matrix is the iden-
tity and its determinant is 1. If the source image is compressed near a sam-
ple, the determinant will be less than one. If the source image is expanded
near a sample, the determinant will be greater than one. The computation of
deformation is unaffected by differences in the dimensions for the source
and target images. Because of the constraints on the placement of the con-
trol points, a negative determinant should not be possible, which would
indicate some type of folding in the mapping.

Detect folding

The situation of folding in a 2D or 3D B-spline transformation occurs when
there is a negative value in the computed deformation. The computation of
the deformation is described in Section “Deformation” on page 348. This
section describes a method for detecting if such folding occurs given the
current positions for the lattice of the B-spline control points. Given the
lattice structure of the B-spline control points, folding can be detected by
geometric means. In two dimensions, consider any interior control point
and its 8 neighboring control points forming a polygon. Construct 8
triangles involving the chosen interior control point each time with the 8
pairings of adjacent control points on the polygon perimeter. The
intersection of any one triangle with the other 7 triangles should each be
empty in order for there to be no folding. Alternatively, the area of the
polygon should be identical to the union of the areas of the 8 triangles.

The issues are similar in three dimensions by considering the 26 neighbor-
ing control points forming a polyhedron. In this case, 48 tetrahedrons are
constructed involving the chosen interior control point each time along with
the triples of control points from the 48 triangles forming the polyhedron
mesh. The intersection of any one tetrahedron with the other 47 tetrahe-
drons should each be empty in order for there to be no folding. Alterna-
tively, the volume of the polyhedron should be identical to the union of the
volumes of the 48 tetrahedrons.

A sufficient but not necessary condition to conclude that folding occurs in
the case of two dimensions is the premise that any interior control point is
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outside the polygon formed by its 8 neighboring control points. In the case
of three dimensions, the premise is that any interior control point is outside
the polyhedron formed by its 26 neighboring control points.

A condition that is both necessary and sufficient to conclude that folding
occurs does exist for both 2D and 3D. In the case of two dimensions, again
consider the 8 triangles formed by the chosen interior control point each
time with the 8 pairings of adjacent control points on the polygon perime-
ter. It is important that these triangles formed by control points from the
lattice be consistently counterclockwise ordered. For each triangle, let A
=(ao,a1) be the 2D coordinates of the chosen interior control point, and let
B =(bo,b1) and C =(co,c1) be the 2D coordinates of the other two triangle
control points taken in counterclockwise order. The normal to the plane
which contains this triangle can be computed from the (right handed) cross
product of the two vectors AB and AC. One way to express the calculation of
the cross product involves the construction of the following matrix which
contains the three triangle point coordinates:

EQUATION 60

agap 1
by by 1

cgcy 1

The determinant of this matrix is twice the signed area of the triangle. Start-
ing with consistently counter clockwise ordered triangles from the initially
placed lattice of control points, the determinant of this matrix should
remain positive as control point positions are moved. The determinant will
become negative when the triangle folds.

The premise for the necessary and sufficient condition to detect when fold-
ing occurs extends to three dimensions. Consider the 48 tetrahedrons
formed by the chosen interior control point each time with the triples of
adjacent control points from the 48 triangles forming the polyhedron mesh.
It is important that the tetrahedrons formed by the control points from the
lattice be consistently counterclockwise ordered, in the 3D sense. For each
tetrahedron, let A = (ao0,a1,a2) be the 3D coordinates of the chosen interior
control point, and let B = (bo,b1,b2), C = (co,c1,c2), and D = (do,d1,d2) be
the 3D coordinates of the other three tetrahedron control points taken in
counterclockwise order. Extending the matrix determinant formulation
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used for two dimensions to three dimensions, the following matrix is con-
structed which contains the four tetrahedron point coordinates:

ay ay a, 1
by by by 1
coCp eyl
dyd; d,1

The determinant of this matrix is 6 times the signed volume of the tetrahe-
dron. Starting with consistently counterclockwise ordered tetrahedrons
from the initially placed lattice of control points, the determinant of this
matrix should remain positive as control point positions are moved. The
determinant will become negative when the tetrahedron folds.

Support for color images

The registration of 2D and 3D color images involves first converting the
three color channels of values at each sample in the source and target color
images to create single channel source and target intensity images. Once the
conversion has been done, the single channel intensity source and target
images are registered as described in “Background” on page 337. The
resulting transformation map is extracted from the registration which is
then used to interpolate the original source color image in order to generate
the output registered source color image.

Normally, the three color channels represent red, green, and blue
intensities, and so the conversion to a single channel value usually
represents overall intensity. In this manner, the conversion is simply a
weighted average of the three color channels where separate weights can be
provided for each channel. The current implementation uses equal weights
for each channel.

Support for 2.5D images

A 2.5D image is actually a 3D image containing a series 2D slice images. The
registration of a 2.5D intensity or color image involves a 2D registration of
each slice in the 2.5D image to a reference slice also in the same 2.5D image.
The reference slice can either be a xed slice or the previous slice. The
resulting output registered 2.5D image contains the same number of slices
as the original 2.5D image where the sample values in a slice of the
registered output are from the same slice of the original only “warped” by
the B-spline registration transformation.
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If the reference slice is fixed, then the reference slice will appear in the
registered output as being unchanged. If the reference slice is the previous
slice, then the first slice will be registered to the last slice.

EXAMPLES OF B-SPLINE REGISTRATION

Figure 125 below shows an example of B-spline 3D image registration.
Figure 126 shows the registration deformation image and its lookup table.
The registration was done using the default parameter values, which are
explained in Section “User Dialogs in MIPAV ” on page 353.

Note: that the input and the target image are both images of the same brain,
that’s why the registration demonstrates a very good overall fitting.

[%]33175_31_slice59_clone_clone... =] B3 [X]33175_31_slice59_regTPspline... =] B3 X]33175_31_slice59_req

Figure 125. The input source image (A), the input target image (B) and the output registered
image (C). Note that images (A) and (B) are both the images of the same brain. That's why it
shows a very good overall fitting. Results may vary, if you take different brain images.

MIPAV User’s Guide, Volume 2, Algorithms 352
8/31/07



aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Chapter 2, Using MIPAV Algorithms: B-Spline Automatic Registration

X Range
X Scale
I

1100
Image Intensities

0.0 Y Range 455

3485

X 33175_31_slice59_regTPSpline... [H[=]

=

~HEEEM

255

—}
i

oo

oo oo

Figure 126. The deformation image and its lookup table. The dark areas on the deformation
image are related to the areas on images (A) and (B) which did not perform a deformation
during the registration or the deformation was relatively small. The light areas are related
to the areas on images (A) and (B) which perform a bigger deformation.

User Dialogs in MIPAV

Whenever B-spline registration is selected by the user, a dialog is displayed
for the user to select the registration reference and the options related to
how the registration is to be performed. A different dialog is displayed
depending on whether the user selects 2D/3D registration between two
images, or 2.5D registration of slices within a single image. The displayed
dialogs differ only in how the registration reference is specified which
depends on whether 2D/3D registration or 2.5D registration was selected;
otherwise, options related to how the registration is to be performed are the
same.

The choice of 2D/3D or 2.5D B-spline registration is made by selecting the
appropriate menu item from the Algorithms: Registration submenu of
MIPAV. Refer to Figure 127 for details.
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Figure 127. The choice of 2D/3D or 2.5D B-spline registration is made
by selecting the appropriate menu item from the Algorithms:
Registration submenu

The 2D/3D B-spline registration is available through the B-spline
automatic registration 2D/3D menu item. This menu item is enabled
when a 2D or 3D image (intensity or color) is the currently active image.
The dialog is displayed only if there is at least one other loaded image in
MIPAV which is compatible for registering to the currently active image. A
compatible image is one that has the same number of channels of data and
the same number of dimensions, but not necessarily the same sizes for each
dimension. Refer to Figures 128 and 129.

The 2.5D B-spline registration is available through the B-spline
automatic registration 2.5D menu item. This menu item is enabled
only when a 3D image (intensity or color) is the currently active image.
Refer to Figure 130.

Since the options related to how the registration is to be performed are
identical for 2D/2.5D/3D and intensity/color images, and the only
difference is how the registration reference is selected for 2D/3D vs. 2.5D,
the dialog for presenting these options to the user is implemented in the
same class. This class is JDialogRegistrationBSpline and is in the
mipav/model/view/dialogs package. The class dynamically creates a
dialog to present to the user with options that are appropriate for the type of
registration.
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MIPAYV
Figure 128 below shows an example of the dialog which is displayed for 2D/
3D intensity/color image registration. Note that this dialog is shown with
the default options for single-pass registration.
General
RegISter DISPIayS a lISt_Of Currently '_@JB—Spline Automatic Registration - 3D Intensity
active 2D/3D images to m—
reglstr_‘at|on. The drop down list Roghster [13175.1] to: S— -
of options show the names of Cost fnetion B ;
available images currently o _——
loaded to which this image can L] Peomn tro-pass gstrtion. >
be registered. This list will only Transformation Options
contain the names of images Subsarple image for speed
currently loaded in MIPAV B-Spline Degres (same for all wwes): 1 -
which are compatible. B-Spline Control Paints (same for all aves): s
Gradient Descent Iinirize Step Size (sarple units): (1.0
Cost This drop down list contains the Grradlient Deseent Minimize Max Search Steps: 10
function following choices for cost Tieration Options (one iteration = move each control point once)
measure to use during Corrvergence limit {min change rate for one iteration): 0.1
registration: Least Squares, Mlaxirnumn HNureber of Tterations: 10
Correlation Ratio, and Resulis
Normalized Mutual Information. [ Create deforation field image.
0K H Cancel
Perform This dialog is shown with the default options for single-pass registration. If the
two-pass Perform two-pass registration option is enabled, then the dialog will change to
registra- make options for two-pass registration available.
tion

Transformation Options

The following is a discussion of the dialog options which control each registration pass, one
set of options per pass. For more information refer to “"Transformation options” on page 363.

Sub- If this option is enabled, the image will be subsample in power of 2 for each dimension.

sample Subsampling increases performance of the algorithm, but it exhibits lower accuracy of

image for registration.

speed

B-Spline This is the degree of the B-Spline to use for all axes of the image. The drop list of

Degree options show the values of 1 (linear), 2 (quadratic), 3 (cubic), and 4 which are

(same for available. Although, the underlying BSpineBasisf class supports any degree, this dialog

all axes) restricts the degrees to these values. Choosing a smaller degree executes faster than a
larger degree, but a higher degree offers a higher order of continuity.

Figure 128. B-Spline Single - Pass Automatic Registration 2D /3D dialog box
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B-Spline This is the number of B-spline control points to use for all axes of the image.The

Control minimum number of control points is the larger of the number 2 and the degree of the

Points(sa B-Spline. This dialog limits the maximum number of control points to one-half of the

me for all number of samples in the smallest dimension.

axes)

Gradient This is the size of steps each control point is moved along the gradient-based direction

Descent when searching for a minimum of the error. The registration does not take into account

Minimize the size of an image sample in each dimension, so this step size is specified in

Step Size units of a sample. E.g., a value of 0.5 will move the control point in increments of

(sample half of a sample while searching for the minimum error. The minimum step size is 0.1

units) sample and the maximum is 5 samples.

Gradient This is the maximum number of steps the control point is moved along the gradient-

Descent based direction when searching for a minimum of the error. If the distance from the

Minimize control point current position to the bounding polygon/polyhedron of its neighboring

Max control points along the gradient-based direction is less than this specified value, then

Search the computed distance value will be used for this control point instead. The minimum

Steps number of steps is 1 and the maximum is 100.

Iteration options (one iteration=move each control point once)

Convergence limit (min change rate for one This is a rate of change threshold such that if the

iteration) rate the error changes between starting and
ending of each iteration is smaller than this value,
then the registration terminates.

Maximum Number of Iterations If the convergence limit is not satisfied after this
many iterations have been executed, then the
registration terminates. The range of possible
values is 1 to 100.

Results

Create If this checkbox is enabled, then the deformation image is computed after the last pass

deforma- of registration is performed. The image that is created has the same dimensions as the

tion field target and the registered source images, and has the name of the source image

image appended with deformation suffix. The deformation image will be automatically
displayed along with the registered source image upon completion of registration.
Refer to Figure 126 for details.

OK Applies the algorithm to the input image that you chose in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 128. B-Spline Single - Pass Automatic Registration 2D/3D dialog box (continued)

If the Perform two-pass registration check box is selected, then the
dialog will change to the following:
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General
Rengter Dliplzysta/;IStgj Cguel‘retr;tly '_@JB—SDIine Automatic Registration - 3D Intensity
activ images
General
registration. The drop down list Rogister (33175.31] to 175 2 -
of options show the names of Coct st - ” t;
. . 05T IIncTon: -
available images currently — et
loaded to which this image can Wﬂl&)
be registered. This list will only Transformation Options
contain the names of images _ s P52
currently loaded in MIPAV Subsample fage for speed
which are compatible. B-Spline Degree (sarte for oflaies): ! TIE e
B-Spline Control Points (saree for all axes): 2 16
Cost This drop down list contains the Grad.l:snt Descent M@e Step Size (saraple units): |1.0 0.5
function following choices for cost Gracient Descent Mininize Max Search Steps: 10 &
measure to use during Tteration Options (one iteration = move each conirol point once)
registration: Least Squares, o el Pass 2
Correlation Ratio and Corrvergence lirit (rain change rate for one iteration): (0.1 0.01
X 4 . Tvlasrmun Murdber of Iterations: 10 10
Normalized Mutual Information.
Resulis
[ ] Create deformation fisld image.
0K H Cancel
Perform This dialog is shown with the default options for two-pass registration. If the
two-pass Perform two-pass registration option is disabled, then the dialog will change to
registra- make options for single-pass registration available as shown in Figure 128.
tion

Transformation Options

The following is a discussion of the dialog options which control each registration pass, one
set of options per pass. For more information refer to “"Transformation options” on page 363.

Sub- If this option is enabled, the image will be subsample in power of 2 for each dimension.

sample Subsampling increases performance of the algorithm, but it results lower accuracy of

image for registration.

speed

B-Spline This is the degree of the B-Spline to use for all axes of the image. The drop list of

Degree options show the values of 1 (linear), 2 (quadratic), 3 (cubic), and 4 which are

(same for available. Although, the underlying BSpineBasisf class supports any degree, this dialog

all axes) restricts the degrees to these values. Choosing a smaller degree executes faster than a
larger degree, but a higher degree offers a higher order of continuity.

B-Spline This is the number of B-spline control points to use for all axes of the image.The

Control minimum number of control points is the larger of the number 2 and the degree of the

Points(sa B-Spline. This dialog limits the maximum number of control points to one-half of the

me for all number of samples in the smallest dimension.

axes)

Figure 129. B-Spline Two-Pass Automatic Registration 2D/3D dialog box
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Gradient This is the size of steps each control point is moved along the gradient-based direction

Descent when searching for a minimum of the error. The registration does not take into account

Minimize the size of an image sample in each dimension, so this step size is specified in

Step Size units of a sample. E.g., a value of 0.5 will move the control point in increments of

(sample half of a sample while searching for the minimum error. The minimum step size is 0.1

units) sample and the maximum is 5 samples.

Gradient This is the maximum number of steps the control point is moved along the gradient-

Descent based direction when searching for a minimum of the error. If the distance from the

Minimize control point current position to the bounding polygon/polyhedron of its neighboring

Max control points along the gradient-based direction is less than this specified value, then

Search the computed distance value will be used for this control point instead. The minimum

Steps number of steps is 1 and the maximum is 100.

Iteration options (one iteration=move each control point once)

Convergence limit (min change rate for one This is a rate of change threshold such that if the

iteration) rate the error changes between starting and
ending of each iteration is smaller than this value,
then the registration terminates.

Maximum Number of Iterations If the convergence limit is not satisfied after this
many iterations have been executed, then the
registration terminates. The range of possible
values is 1 to 100.

Results

Create If this checkbox is enabled, then the deformation image is computed after the last pass

deforma- of registration is performed. The image that is created has the same dimensions as the

tion field target and the registered source images, and has the name of the source image

image appended with deformation suffix. The deformation image will be automatically
displayed along with the registered source image upon completion of registration.
Refer to Figure 126 for details.

OK Applies the algorithm to the input image that you chose in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 129. B-Spline Two-Pass Automatic Registration 2D/3D dialog box (continued)

This dialog is shown with the default options for a two-pass registration. As
previously mentioned and as indicated in the dialog, a single iteration
involves the movement of each interior control point in a gradient descent
minimization manner.
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MIPAYV
The following is an example of the dialog which is displayed for 2.5D inten-
sity/color image registration: This dialog is show with the default options
for a single-pass registration. If the Perform two-pass registration
check box is selected, then the dialog will change in a manner similar to that
for the 2D/3D image registration shown in Figure 129.
General
Register The Register source field is - . T ;
. . _@JB—Spllne Automatic Registration - 2.5D Intensity
already filled with the name of —
the currently selected 2.5D . . : —7—E
. . ) Register [33175_3] slices to: Ldjacent slice @) Reference slice |62
image. The reference slice is Cgi o FC B
selected from among the slices . i -
in the selected image. = Bt e s,
A Transformation Options
Radio buttons are used to Subsamgle image o speed
select whether the reference . Spline Degree (seme for ll ). F v
slice |.S the the ad]acent_ B-Spline Control Points (saree for all axes): 2
(p_reVIOUS) slice or a partICUIar Gradient Descent IMinimize Step Size (sarmple units): 1.0
Sllce number in t_he image' If Gradient Descent Minirnize Max Search Steps: 10
the Reference SIIce rad|0 Tteration Options (one iteration = move each conirol point once)
bUtton_Is Sele(_:ted’ then a drop Corrergence lirait (min change rate for one iteration): 0.1
down list of slices numbers is e R e R s 0
enabled where the middle slice Reouls
is selected by default. _ _
[ ] Create deformation fisld image.
Cost This drop down list contains the T H T
function following choices for cost
measure to use during
registration: Least Squares,
Correlation Ratio, and
Normalized Mutual Information.
Perform This dialog is shown with the default options for single-pass registration. If the
two-pass Perform two-pass registration option is enabled, then the dialog will change to
registra- make options for two-pass registration available. Refer to Figure 131.
tion

Transformation Options

The following is a discussion of the dialog options which control each registration pass, one
set of options per pass. For more information refer to “"Transformation options” on page 363.

Sub-
sample
image for
speed

If this option is enabled, the image will be subsample in power of 2 for each dimension.

Subsampling increases performance of the algorithm, but it results lower accuracy of

registration.

Figure 130. B-Spline Single-Pass Automatic Registration 2.5D dialog box
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MIPAYV
B-Spline This is the degree of the B-Spline to use for all axes of the image. The drop list of
Degree options show the values of 1 (linear), 2 (quadratic), 3 (cubic), and 4 which are
(same for available. Although, the underlying BSpineBasisf class supports any degree, this dialog
all axes) restricts the degrees to these values. Choosing a smaller degree executes faster than a
larger degree, but a higher degree offers a higher order of continuity.
B-Spline This is the number of B-spline control points to use for all axes of the image.The
Control minimum number of control points is the larger of the number 2 and the degree of the
Points(sa B-Spline. This dialog limits the maximum number of control points to one-half of the
me for all number of samples in the smallest dimension.
axes)
Gradient This is the size of steps each control point is moved along the gradient-based direction
Descent when searching for a minimum of the error. The registration does not take into account
Minimize the size of an image sample in each dimension, so this step size is specified in
Step Size units of a sample. E.g., a value of 0.5 will move the control point in increments of
(sample half of a sample while searching for the minimum error. The minimum step size is 0.1
units) sample and the maximum is 5 samples.
Gradient This is the maximum number of steps the control point is moved along the gradient-
Descent based direction when searching for a minimum of the error. If the distance from the
Minimize control point current position to the bounding polygon/polyhedron of its neighboring
Max control points along the gradient-based direction is less than this specified value, then
Search the computed distance value will be used for this control point instead. The minimum
Steps number of steps is 1 and the maximum is 100.

Iteration options (one iteration=move each control point once)

Convergence limit (min change rate for one

iteration)

This is a rate of change threshold such that if the
rate the error changes between starting and
ending of each iteration is smaller than this value,
then the registration terminates.

Maximum Number of Iterations

If the convergence limit is not satisfied after this
many iterations have been executed, then the
registration terminates. The range of possible
values is 1 to 100.

Results
Create If this checkbox is enabled, then the deformation image is computed after the last pass
deforma- of registration is performed. The image that is created has the same dimensions as the
tion field target and the registered source images, and has the name of the source image
image appended with deformation suffix. The deformation image will be automatically
displayed along with the registered source image upon completion of registration.
Refer to Figure 126 for details.
OK Applies the algorithm to the input image that you chose in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.

Figure 130. B-Spline Single-Pass Automatic Registration 2.5D dialog box (continued)

MIPAV User’s Guide, Volume 2, Algorithms

8/31/07

360



Chapter 2, Using MIPAV Algorithms: B-Spline Automatic Registration

General

Register The Register source field is
already filled with the name of
the currently selected 2.5D
image. The reference slice is
selected from among the slices

in the selected image.

Radio buttons are used to
select whether the reference
slice is the the adjacent
(previous) slice or a particular
slice number in the image. If
the Reference Slice radio
button is selected, then a drop
down list of slices numbers is
enabled where the middle slice
is selected by default.

Cost This drop down list contains the
function following choices for cost
measure to use during
registration: Least Squares,
Correlation Ratio, and

'_@JB—Spline Automatic Registration - 2.5D Intensity

General

Ldjacent slice W R.eferenﬂm

Register [33175_3] slices to:

Cost function: |Least Srjuares | - |
erfon'n twrn-pass registration.
Transformation Options

Pass 1 Pass 2
Subsaraple itage for speed
B-Spline Degree (sarme for all axes): 1 - ||2 -
B-Spline Control Points (saree for all axes): 2 16
Gradient Descent Iinirize Step Size (sarple units): (1.0 0.5
Gradient Descent Minirnize Max Search Steps: 10 10
Tteration Options (one iteration = move each conirol point once)

Pass 1 Pass 2
Corrvergence lirit (rain change rate for one iteration): (0.1 0.01
Maxdraura Mumber of Tterations: 10 10
Resulis
[ ] Create deformation field irnage.

0K ‘ ‘ Cancel

Normalized Mutual Information.

Perform two-pass registration

This dialog is shown with the default options for
two-pass registration.

Transformation Options

The following is a discussion of the dialog options which control each registration pass, one
set of options per pass. For more information refer to “"Transformation options” on page 363.

Sub- If this option is enabled, the image will be subsample in power of 2 for each dimension.

sample Subsampling increases performance of the algorithm, but it results lower accuracy of

image for registration.

speed

B-Spline This is the degree of the B-Spline to use for all axes of the image. The drop list of

Degree options show the values of 1 (linear), 2 (quadratic), 3 (cubic), and 4 which are

(same for available. Although, the underlying BSpineBasisf class supports any degree, this dialog

all axes) restricts the degrees to these values. Choosing a smaller degree executes faster than a
larger degree, but a higher degree offers a higher order of continuity.

Figure 131. B-Spline Automatic Two-Pass Registration 2.5D dialog box
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MIPAYV

B-Spline This is the number of B-spline control points to use for all axes of the image.The

Control minimum number of control points is the larger of the number 2 and the degree of the

Points(sa B-Spline. This dialog limits the maximum number of control points to one-half of the

me for all number of samples in the smallest dimension.

axes)

Gradient This is the size of steps each control point is moved along the gradient-based direction

Descent when searching for a minimum of the error. The registration does not take into account

Minimize the size of an image sample in each dimension, so this step size is specified in

Step Size units of a sample. E.g., a value of 0.5 will move the control point in increments of

(sample half of a sample while searching for the minimum error. The minimum step size is 0.1

units) sample and the maximum is 5 samples.

Gradient This is the maximum number of steps the control point is moved along the gradient-

Descent based direction when searching for a minimum of the error. If the distance from the

Minimize control point current position to the bounding polygon/polyhedron of its neighboring

Max control points along the gradient-based direction is less than this specified value, then

Search the computed distance value will be used for this control point instead. The minimum

Steps number of steps is 1 and the maximum is 100.

Iteration options (one iteration=move each control point once)

Convergence limit (min change rate for one This is a rate of change threshold such that if the

iteration) rate the error changes between starting and
ending of each iteration is smaller than this value,
then the registration terminates.

Maximum Number of Iterations If the convergence limit is not satisfied after this
many iterations have been executed, then the
registration terminates. The range of possible
values is 1 to 100.

Results

Create If this checkbox is enabled, then the deformation image is computed after the last pass

deforma- of registration is performed. The image that is created has the same dimensions as the

tion field target and the registered source images, and has the name of the source image

image appended with deformation suffix. The deformation image will be automatically
displayed along with the registered source image upon completion of registration.
Refer to Figure 126 for details.

OK Applies the algorithm to the input image that you chose in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 131. B-Spline Automatic Two-Pass Registration 2.5D dialog box (continued)
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Transformation options

The following is a discussion of the dialog options which control each regis-
tration pass, one set of options per pass:

B-spline Degree (same for all axes): This is the degree of the B-spline
to use for all axes of the image. Even though the BsplineRegistration2Df
and BsplineRegistration3Df classes allow for specification of separate
degrees for each axis, this dialog restricts the degrees to be the same. The
drop list of options show the values of 1 (linear), 2 (quadratic), 3 (cubic),
and 4 which are available. Although, the underlying BspineBasisf class
supports any degree, this dialog restricts the degrees to these values.Choos-
ing a smaller degree executes faster than a larger degree, but a higher
degree offers a higher order of continuity.

B-spline Control Points (same for all axes): This is the number of B-
spline control points to use for all axes of the image. Even though the
BSplineRegistration2Df and BSplineRegistration3Df classes allow
for specification of separate number of control points for each axis, this dia-
log restricts the numbers of control points to be the same. Initially, the con-
trol points are evenly spaced in each dimension, and the registration
algorithm moves the interior control points to minimize the error difference
between the target image and the registered source image. The minimum
number of control points is the larger of the number 2 and the degree of the
B-spline. This dialog option limits the maximum number of control points
to one-half of the number of samples in the smallest dimension. Choosing
more control points generally results in better overall fitting, but a limita-
tion may be that the control points will be closer to each other and that will
limit how much a control point can move to minimize the error (in order to
satisfy the constraint that an interior control point must be within the
bounding polygon/polyhedron formed by its neighboring control points).
Also, since choosing more control points means that control points will be
closer to each other, it may be helpful to reduce the maximum number of
steps for searching for the gradient descent minimum.

Choosing more control points rather than fewer should result in a longer
execution time. Even though more control points means fewer samples (for
the same size input image) are affected by a single control point, the fact
that there are more control points to move and each one requires a gradient
descent sample search for a minimum error most likely results in the longer
execution time.
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Choosing more control points may require a different convergence limit.
Since the convergence limit is tested once per iteration and an iteration
involves moving each interior control point once, it may be that more con-
trol points could result in more (or less) overall changes in the error
between starting and ending one iteration.

Gradient Descent Minimize Step Size (sample size units): This is
the size of steps each control point is moved along the gradient-based direc-
tion when searching for a minimum of the error. The registration does not
take into account the size of an image sample in each dimension, so this step
size is specified in units of a sample. For instance, a value of 0.5 will move
the control point in increments of half a sample while searching for the min-
imum error. The minimum step size is 0.1 sample and the maximum is 5
samples.

Gradient Descent Minimize Max Search Steps: This is the maximum
number of steps the control point is moved along the gradient-based direc-
tion when searching for a minimum of the error. If the distance from the
control points current position to the bounding polygon/polyhedron of its
neighboring control points along the gradient-based direction is less than
this specified value, then the computed distance value will be used for this
control point instead. The minimum number of steps is 1 and the maximum
is 100.

Convergence limit (min change rate for one iteration): This is a
rate of change threshold such that if the rate the error changes between
starting and ending of each iteration is smaller than this value, then the reg-
istration terminates. As mentioned previously, the rate of change is com-
puted as

(previousError-currentError) / previousError

where previousError is the error measured before starting an iteration
and currentError is the error measured after completing an iteration. The
error being measured here depends on the particular cost function selected.

Maximum Number of Iterations: If the convergence limit is not satis-
fied after this many iterations have been executed, then the registration ter-
minates. The range of possible values is 1 to 100.
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Class implementation for MIPAV

The following classes are part of the mipav/model/structures package:

B-splineBasis

B-splineBasisDiscretef

BSplineLattice2Df

BSplineLattice3Df

BSplineRegistrationBasef

fBSplineRegistration2Df
The following classes are also part of the mipav/model/algorithms/
registration package:

e AlgorithmRegBSpline

e AlgorithmRegBSpline2D

e AlgorithmRegBSpline3D

e AlgorithmRegBSpline25D
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Shading Correction: Inhomogeneity N3
Correction

This preprocessing algorithm corrects for shading artifacts often seen in
MRI. The heart of the algorithm is an iterative approach that estimates both
a multiplicative bias field and a distribution of true tissue intensities.
Referred to as nonparametric intensity nonuniformity normalization (N3),
this method makes no assumptions about the kind of anatomy present in a
scan and is robust, accurate, and fully automatic.

Background

A common difficulty with tissue intensity model based methods is the
determination of the model. The modeling assumption in the N3 algorithm
is that of a field model: the assumption that nonuniformity blurs the
histogram of the data in a way that it can be identified, quantified, and
removed. This nonuniformity blurring distribution is referred to as the
blurring kernel F. The following equation is the basis of the N3 method:

EQUATION 1

v(x) = u(x) x flx) + n(x)

Where at location x, v is the measured signal, u is the true signal emitted by
the tissue, fis an unknown smoothly varying bias field, and n is white Gaus-
sian noise assumed to be independent of u. As can be seen, the unknown
smoothly varying bias field f multiplies the true signal u, thereby corrupting
it. Then the additive noise n is added, resulting in the output measured sig-
nal v. To compensate for the intensity nonuniformity, the first task is to esti-
mate its distribution, or f.

Then taking the log of all parameters, we are left with “u = log(u) and
~=log(f), both of which we assume to be independent or uncorrected ran-
dom variables of probability densities U, V, and F. Then substituting these
variables back into Equation 1 and converting the equation of distributions
into one of probability densities, the distribution of their sum turns into the
following convolution, see Equation 2:
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EQUATION 2
V(v) = F(v)x U(u) = F(v—u)U(u)d(u)

Equation 2 models the nonuniformity distribution F viewed as blurring the
intensity distribution U.

Now the model of intensity nonuniformity used here is that of a multiplica-
tive field corrupting the measured intensities. However, viewing the model
from a signal processing perspective, one sees that there is a much more
specific consequence, a reduction of only high-frequency components of U.
Thus, the approach used in the N3 algorithm to correct for nonuniformity
turns into an optimization problem, which goal is to maximize the fre-
quency contents of U.

How THE N3 METHOD WORKS

We begin with only a measured distorted signal, or image, which we call v.

For computational purposes, we do not deal with simple v, but instead, with
log v and the histogram distribution of the log, and use v to denote V. The
same representations are used for the true signal, u, and the distortion sig-

nal, f.

The model assumed here is that of a multiplicative biasing field that multi-
plies the true signal to distort it, thereby creating a signal with induced field
inhomogeneity. So, just as a multiplication takes place to corrupt the field, a
division should undo the corruption. Now carrying this idea over to the fre-
quency domain where all of the computations take place, multiplications
turn into convolutions and divisions turn into deconvolutions.

To begin with, all one has is v. Users provide a value for the kernel full-
width, half maximum (FWHM) of f. Then, the iteration takes place as this
estimate of fis later used to compute U and then U input back into the
algorithm to create another mapping, another f, and hence another U. The
process then repeats until convergence. The result is an estimated true
value of U.
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Mapping fromuv to f

The approach adopted for finding U depends largely on the mapping from v
to f. The idea is to propose a distribution of U by sharpening the distribution
V and then estimating the corresponding smooth field log(f), which pro-
duces a distribution U close to the one proposed. However, rather than
searching through the space of all distributions U, one can take advantage of
the simple form of the distribution F. Suppose the distributions of F is
Gaussian. Then one need only search the space of all distributions U corre-
sponding to Gaussian distributed F having zero mean and given variance. In
this way the space of all distributions U is collapsed into a single dimension,
the width of the F distribution. Thus, concludes the mapping N3 creates
from v to f.

Estimating u throughout an entire volume:
EQUATION 3
(€ OININ A A A A
J uF(v—u)U(u)d(u)

E(i) = *OOOO
I_OOF(it)U(l})d(l})

Estimating u (voxel by voxel):

EQUATION 4

v—u= E[u|v]

Algorithm flow chart

This algorithm performs the process shown in the flow chart in Figure 132.
What was previously described was just the basic algorithm idea. The equa-
tions behind the steps in the process are shown in an enlarged section of the
flow chart in Figure 133.
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The algorithm does the following:

1 Identifies the foreground. In this step, the algorithm thresholds the
background.

2 Resamples to working resolution. Use the input working resolution
“subsampling factor.”

3 Logs transform intensities.

4 Obtains the expectation of the real signal. Given a measured signal, the
algorithm obtains the expectation of the real signal by performing a

voxel by voxel difference between the logs of signal and estimate bias
field.

5 Obtains an initial estimate of distribution U. The algorithm estimates
distribution U, where U is a sharpened distribution of V. The sharpening
is done using input parameters FWHM and Z. Given a distribution F
and the measured distribution of intensities V, the distribution U can be
estimated using a deconvolution filter as follows:

EQUATION 5

EQUATION 6

and

where

F* denotes complex conjugate
“F is the fourier transform of F

7 is a constant term to limit the magnitude of "G
This estimation of U is then used to estimate the corresponding field.

6 Computes the expectation of real signal—The algorithm computes the
expectation of the real signal given measured signal (both logged). Full
volume computation done using distributions U and Gaussian blurring
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kernel F (whose FWHM parameter is given by users). A basic mapping
from v to f. This is the iterative portion, which is shown the main loop in
Figure 132.

7 Obtains a new field estimate—The difference between the measured
signal and the newly computed expectation of the real signal given the
measured signal (all variables logged).

EQUATION 7

fe3) = v—ETu|p]

8 Smooths the bias field estimate—Using the B-spline technique with the
parameter d field distance input provided by users.

EQUATION 8

fs(v) = Sife(v)}

9 Terminates iterations—The algorithm then checks for the convergence
of field estimates. If the subsequent field estimate ratio becomes smaller
than the end tolerance parameter input by users, the iterations are
terminated. If not, a new F is used in step 2, and the iteration repeats
step 4 through step 9.

EQUATION 9

e = —S—{—”-”i n=1....N

m{rp}’
where r,, is the ratio between subsequent field estimates at the n-th location,

s -denotes standard deviation, and m denotes mean. Typically after 10
iterations, e drops below 0.001.

10 Completes the final steps—Given the measured signal, obtain the
expectation of the real signal by calculating a voxel by voxel difference
between logs of signal and an estimate of the bias field. Once iteration is
complete, exponential transform intensities V and F, extrapolate field to
volume, resample data back to original solution. Then divide v by f. The
result is u.

EQUATION 10

~iI=<
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Figure 133. The N3 method showing the equations
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(A) Original image (B) After N3 correction

Figure 134. The effect of N3 on an image: (A) original image and (B)
image after N3 correction

Figure 134 shows an original image A and the image B produced from using
the best N3 paratmeters:

e Treshold = 100

e Maximum iterations = 100

End tolerance = 0.0001

Field distance = 33.33

Subsampling factor = 2

Kernel FWHM = 0.8
e Wiener = 0.01

Figure 135 shows an original image and the effect of different parameters
used in the Inhomogeneity N3 Correction algorithm on the image.
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MIPAYV
Original Sampling Factor
T[S (1.0-32.0)
.n
Ges
Figure 135. The effects of different settings for the Inhomogeneity N3
algorithm on an image
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IMAGE TYPES

You should apply this algorithm only to 2D and 3D MRI images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following references for more information about the N3 algo-
rithm.

Sled, John G., Alex P. Zijdenbos, and Alan C. Evans. “A Nonparametric Method for Automatic Correc-
tion of Intensity Nonuniformity in MRI Data.” IEEE Transactions on Medical Imaging, 17(February
1998):87-97.

Sled, John G. “A Non-Parametric Method for Automatic Correction of Intensity Non-uniformity in MRI
Data.” Masters thesis, Department of Biomedical Engineering, McGill University, May 1997.

Applying the Inhomogeneity N3 algorithm

To run this algorithm, complete the following steps:

1 Open an image.

2 Select Algorithms > Shading correction > Inhomogeneity N3 correction.
The N3 Inhomogeneity Correction dialog box opens.

3 Complete the information in the dialog box (refer to “Choosing good
parameters for N3 Algorithm” on page 376 for advice on which values
to select.

4 Click OK. The algorithm begins to run.

5 A pop-up window appears with the status. A series of status messages
appear in the window.

6 When the algorithm finishes running, the pop-up window closes.

7 Depending on whether you selected New image or Replace image, the
results appear in a new window or replace the image to which the
algorithm was applied.
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Choosing good parameters for N3 Algorithm

it all depends on data

Signal threshold—Check the histogram for the minimum image values in
the image. Make sure these values are smaller than the shading artifact.
Generally, this value is about 100. To save time, use as high a threshold as
possible.

Maximum number of iterations—Generally, this parameter is only
important if you wish to terminate the process early by entering a number
short of the number of iterations necessary for the algorithm to complete
the process. However, to allow the algorithm to work to completion, a safe
value to enter would be at least 100. Making it too high should have no con-
sequence.

End tolerance—When the remaining parameters are chosen optimally,
this parameter tends not to have much of an affect. However, with less
effective parameters, the end tolerance can make a large difference, bring-
ing the algorithm to work at least sparsely on large artifacts when a minimal
end tolerance is chosen. The alternative is a high end tolerance, which can
bring the shading correction to be almost nonexistent. In this case, the
default value for this parameter is generally all right. For best results, how-
ever, use 0.0001. As far as timing, even with the minimum value, the pro-
cessing time does not vary much.

Field distance—A large field distance takes all shading artifacts to be
large. Small independent ones are ignored, while small clustered ones are
smeared into one. So with large smear-like gradual (light) artifacts, a large
parameter works well. However, a small field distance is much more pre-
cise. Every little artifact is independently corrected, and the intensity with
which the algorithm works is much higher as can be noted in the field
images. The field image of an image corrected with a small field distance has
several dark clusters, generally distributed throughout the image even to
parts where artifact may not be noticeable even to users. The field image of
an image corrected with a large field distance may have one or two large
smears, and nothing more.

The main trade-off here is time. Very small field distances can increase the
processing time immensely. So the lowest one should go for optimal results
yet without spending too much time on one image, which has been found to
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MIPAYV
be about 10. That value should really only be used with several intense and
isolated artifacts. For regular images a third of the default is sufficient. For
quick results or for artifacts largely spread and not too strong, choose a
value that is a little less than the default value, but more than half of the
default value.
Subsampling—For best results, specify 1. However, keep in mind that the
higher the precision (lower the subsampling), the higher the likelihood that
certain low-intensity pixels inside the image are treated as background cre-
ating a speckle artifact.
Kernel FWHM—Use 0.5.
Wiener—Use 0.01.
Signal threshold Treats those voxels of intensity
that are lower than this threshold
value as background. ] N3 Inhomogeneity Correction
The default value is 1.0. [
Signal threshold (default mint) [1.0 |
Max number Specifies the maximum number _ T —
iterations of iterations allowed before the Mampnte e g
process is terminated. Exd tolsrance (0.01-00001) 0001 '
The default value is 50. Field distance (ram.) 3828 |
End tolerance Specifies convergence when all Stbeamgiing fctor (11320140
membership functions (of the Kemel firhan (0.05-0.50) 015
fuzzy C cluster segmentation) =
. . . ‘Wiener filter noise (0.0-0.1) Ly
over all pixel locations j change :
by less than this tolerance value | Process | | Options
between two iterations. The @ ki ] ot hihs v Tt
default value is 0.001. ' - e e
O VOIregion(s) || [ Create field image
OK H Cancel
Field distance Specifies the characteristic distance over which the field varies. The distance
between adjacent knots in B-spline fitting with at least 4 knots going in every
dimension. The automatic default is one third of the distance (resolution *
extents) of the smallest dimension.
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Subsampling Factor

Specifies the value by which data is subsampled to a lower resolution in
estimating the slowly varying nonuniformity field. It reduces sampling in the
finest sampling direction by the shrink factor. Sampling in other directions is
reduced only if reduced sampling in direction of finest resolution is less than
current sampling. The default value is 4.

Kernel FWHM

Specifies the width of deconvolution kernel F (a Gaussian) used to sharpen the

V(pdf of log(v), where v is the measured signal) histogram. Larger values give
faster convergence while smaller values give greater accuracy. The default value
is 0.01.

Wiener Filter Noise

Indicates the noise used in Wiener filter.

Whole image

Applies the algorithm to the whole image.

VOI region(s)

Applies the algorithm to the volumes (regions) delineated by the VOIs.

Automatic
histogram
thresholding

Computes a threshold value through histogram analysis that should remove just
the background from the computation. Selecting this check box disables the
Signal threshold box, the Whole image, and VOI regions.

Create field image

Indicates whether to create a field image.

OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes you made in this dialog box and closes the dialog box.
Help Displays online help for this dialog box.
Figure 136. N3 Inhomogeneity Correction dialog box
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Extract Surface (Marching Cubes)

The Extract Surface algorithm described in this section is based on the
Marching Cubes algorithm, which was designed by William E. Lorensen and
Harvey E. Cline to extract surface information from a 3D array of values.
The applications of this algorithm are mainly concerned with medical
visualizations such as CT and MRI scan data images.

Background

The basic notion of the algorithm is that we can define a voxel by the pixel
values at the eight corners of the cube. We also can define an isosurface
which intersects the cube, refer to Figures 137 and 138. If one or more
pixels of a voxel have values less than the user-specified isovalue, and one or
more have values greater than this value, we know that the voxel must
contribute some component of the isosurface.

By determining which edges of the voxel are intersected by the isosurface,
we can create triangular patches that divide the voxel between regions
within the isosurface and regions outside. By connecting the patches from
all voxel on the isosurface boundary, we get a surface representation.

The indexing convention for vertices and edges used in the algorithm is
shown in Figure 137 below.

11 o 0 1

3 2

Figure 137. The indexing convention for vertices and edges. Here, edge
indexes are shown in blue and vertex indexes are shown in magenta
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Example: If for example, the value at vertex 3 is below the isosurface value and
all the values of all the other vertices are above the isosurface value, then we
would create a triangular facet which cuts through edges 2,3, and 11 as shown in
Figure 138. The exact position of the vertices of the triangular facet depends on
the relationship of the isosurface value to the values at the vertices 3-2, 3-0, 3-7
respectively.

7
The isosurface facet cuts through
the edges 2,3, and 11.
11 0]
3
3 y) 2

The value of vertex 3 is below
the isosurface value

Figure 138. Vertex 3 is inside the volume

Therefore, we must specify a threshold value, first. For this value, some vox-
els will be entirely inside or outside the corresponding isosurface and some
voxels will be intersected by the isosurface. In the first pass of the algo-
rithm, the voxels that are intersected by the threshold value are identified.
In the second pass, these voxels are examined and a set of one or more poly-
gons is produced. These polygons are then output for rendering.

Each of the voxel's 8 vertices can be either inside or outside of the isosurface
value, thus, there are 28 = 256 possible ways how an isosurface can inter-

sect the voxel. To simplify the algorithm, we can reduce this complexity by
assuming that cell combinations are duplicated under the following condi-
tions:

¢ Rotating by any degree over any of the 3 primary axis (X,Y, or Z);

e Mirroring the isosurface’s shape across any of the 3 primary axis;

¢ Inverting all corners and flipping the normals of the relating polygons.
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By taking this symmetry into account, we can reduce the original 256
combinations to a total of 15 combinations, refer to Figure 139.

—

10 11 12 13

Figure 139. How 256 cases can be reduced to 15 cases

Now we can use a table (called edgeTable) which maps the vertices under
the isosurface to the intersecting edges. An 8 bit index can be formed from
the table where each bit corresponds to a vertex, refer to Table 3.

Table 3. edgeTable
cubeindex = 0;
if (grid.val[0] < isolevel) cubeindex |= 1;
if (grid.val[1] < isolevel) cubeindex |= 2;
if (grid.val[2] < isolevel) cubeindex |= 4;
if (grid.val[3] < isolevel) cubeindex |= 8;
if (grid.val[4] < isolevel) cubeindex |= 16;
if (grid.val[5] < isolevel) cubeindex |= 32;
if (grid.val[6] < isolevel) cubeindex |= 64;
if (grid.val[7] < isolevel) cubeindex |= 128;

Looking up the edgeTable returns a 12 bit number, each bit corresponding
to an edge. o if the edge isn't cut by the isosurface and 1 if the edge is cut by
the isosurface. If none of the edges are cut the table returns zero. This
occurs when the cubeindex is 0, which means that all vertices are below the
isosurface, or oxff (all vertices above the isosurface).

Using the example shown in Figure 137, where only vertex 3 was below the
isosurface, cubeindex would equal 0000 1000 or 8. The edgeTable{8}
equals 1000 0000 1100. This means that edge 2,3, and 11 are intersected by
the isosurface, refer to Figure 138.
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Now the intersection points can be calculated by linear interpolation. If P,
and P, are the vertices of a cut edge and V, and V,, are the scalar values of
each vertex, the intersection point P is given by the following equation:

P = P +(isovalue—V ) (Py—P)/ (V)= V)

The last part of the algorithm involves forming the correct triangular facets
from the positions where the isosurface intersects the edges of the grid cell.
In order to do that, another table (also called triTable) is used. This table
uses the same cubeindex from edgeTable, but allows the vertex sequence to
be searched for as many triangular facets as necessary to represent the isos-
urface within the grid cell. Each of the non-trivial configurations results in
between 1 and 4 triangles is added to the isosurface. The actual vertices
themselves can be computed either by interpolating along the edges, or, by
default their location to the middle of the edge.

Since we can create surface patches for a single voxel, we can apply this
algorithm to the entire volume.We can either treat each cube indepen-
dently, or we can propagate edge intersections between the cubes which
share the edges. The sharing of edge/vertex information also results in a
more compact model.

REFERENCES

The following sources were used:

Lorensen, W.E. and Cline, H.E., Marching Cubes: a high resolution 3D surface
reconstruction algorithm, Computer Graphics, Vol. 21, No. 4, pp 163-169 (Proc. of
SIGGRAPH), 1987.

Paul Bourke, Polygonising a scalar field Also known as: “3D Contouring,” “Marching
Cubes,” “Surface Reconstruction;” May 1994, http://local.wasp.uwa.edu.au/~pbourke/
modelling/polygonise/
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IMAGE TYPES

You can apply the Extract Surface algorithm to any type of image using in
MIPAV.

Output Files

The output of the algorithm is a set of vertices and normals as well as the
map that shows how the vertices are connected. This information can be
saved in following formats:

e Tab-delimited (*.txt);
e Surface (*.sur), which is MIPAYV format. A surface file contains the

above information plus the additional information that describes the
surface color and more. This is defined by an XML scheme, which
can be found on the MIPAV web site (http://mipav.cit.nth.gov/
documentation/xml-format/image/);

e VRML (*.wrl), which can then be processed by any application that

can read and display VRML objects.

Applying the Extract Surface Algorithm

To run the algorithm, complete the following steps:

1

2

3

Open an image of interest;

Select Algorithms > Extract Surface (marching cubes);

The Extract Surface dialog box opens. Here, you can choose to apply
following three options:

You may select a VOI region, and then apply the algorithm to the
selected VOI,

You may apply a mask to the image first, and then run the
algorithm;

Or you may extract a surface from the region with a chosen intensity
level.

Select a type and location of the output file. You can save the result as a
* txt file (in Tab-delimited format), *.wrl file, or surface file (*.sur).
Refer to Section “Output Files” for more information.
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5 Press OK.

The algorithm begins to run, and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and the
results appear as a file in selected format in a chosen location. For more

information about the dialog box options, refer to Figure 140.

VOI Region

Applies the algorithm to the
volume delineated by the
VOI.

Mask Image

Applies the algorithm to the
volume within a chosen
mask. You must apply the
mask, first.

Intensity Level

Applies the algorithm to the
region with the chosen
intensity level. By default,
the intensity level value is
set to 50.

Blur by
(Std.Dev.)

Blurs the image to improve
the extracted surface. The
value specifies the standard
deviation of the Gaussian
filter used to regularize the
image.

Decimate
Surface

If selected, reduces the
count of triangle facets,
which results the more
compact algorithm.

Choose

Use this button to select a
catalogue where you would
like to store your results and
choose a file format (*.txt,
*.sur, or *.wrl).

:@:Eutract Surface
Exiract surface of:
() YOI reginm
(@) Iask image
() Intensity level

|| Bhar by (5td. Dev)

Decimate surface

| | Decirate surfare (Feduce trangle cont)

Save surface

Choose... | _sur

Smrface Files (* sur) -

OK Cancel

OK

Applies the algorithm
according to the
specifications in this dialog
box.

Cancel

Disregards any changes that you made in this dialog box and closes it.

Help

Displays online help for this dialog box.

Figure 140. The Extract Surface dialog box options
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% EXAMPLES

1. To apply the algorithm to a VOI region:

1 Open an image of interest.

2 Delineate a VOI on the image, and then call the Algorithms> Extract
Surface (marching cubes).

3 In the Extract Surface dialog box that appears, select the VOI Region
option.

4 Select the surface file type as an output, and then specify the file name
and location.

5 Press OK. The algorithm begins to run, and a progress bar appears
showing the status.

IE 6 When the algorithm finishes running and the progress bar disappears,
click the Volume Tri-planar View icon on the MIPAV toolbar.

200

Volume Tri-planar View 7 The Resample dialog box appears.

[F;ﬁ] Resample Dialog E3
Selecting _Resample_ will resample the image's extents to a Power of 2.
Selecting _Do not resample_ will disable the volume render button of

Surface Renderer since the image's extents are not a Power of 2.

Original Extents Expecied Extents
extent X: extent X: | 296
extent ¥: extent ¥ | 265
extent Z: extent . |32
Select Resampling Filier

Trilinear Interpolation | - |

Figure 141. The Resample dialog

8 In the Expected Extents box, specify the value for the Z direction. The
value must be in a power of two (32, 64, 128, 256). Refer to Figure 141.

The bigger number you choose, the higher resolution you receive.!

1. Please, note that the Resampling in a lengthy process. Give some consideration to values you choose
for Z. The algorithm's speed also depends on the MIPAV memory allocation settings. Resample size
also depends on the amount of memory on the graphics card.
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MIPAYV

Medical Image Processing Analysis, & Visuallzation

9 Press Resample to proceed.
10 The 3D viewer opens for the selected image.

@ 11 Click the Add Surface to Viewer icon and add the surface file from Step 5
to the Surface list. Then, select the file name and press Add.

Add Surface to Viewer 12 The surface will be added to the image. To adjust the display of the

image, use the Surface options, such as color and opacity. Refer to
Figure 142.

‘@ __clone_transform

=] E3
File  Options  Toolbars
EERE ke B0D 8| BEIEY
E ‘ @ @ ‘ B B ‘ @ 4‘:’ ‘ ® Composite Corposite Surface ‘
Positions | Surface |
FM<sBBBBE

Surface list
woi.sur
Add Remove
Surface options
Surface color | Advanced Options Stereo
Oparity

1} 50 100
Number of triangles 13320

Volume of mesh 3257 1086

Surface area 674502

v] Surface Pickahle
Polygon mode: [Fill |+ | [] Surface Clipping
v] Backface Culling

—p
R,

Figure 142. The view of the surface extracted using the VOI Region option

2. To use the Mask Image option:
1 Open an image of interest.

2 Create a mask.
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MIPAYV

Medical Image Processing Analysis, & Visuallzation

3 Call the Algorithms> Extract Surface (marching cubes).
4 In the dialog box that appears, select the Mask Image option.

5 Select the surface file as an output, and then specify the file name and
location. Press OK.

6 When the algorithm finishes running, click the Volume Tri-planar View
icon on the MIPAV toolbar and follow the steps 6--12 from the first
example on page 385. Refer to Figure 143.

‘@ __clone_transform1

[ O[]
File Options TooThars
EEE|liLL| PR
LR R IR R
Positions | Surfare |
M cd DR EHE S

Surface list

b

® Composite () Composite Surfase

mask.sur

Add Remove
Surface aptions
Surface color | Advanced Options Stereo

Opacity
1} 50 100
Number of triangles 13780
Volume of mesh 3244 2861
Surface area £722.341

Surface Pickahle
Polyzon mode: Fil | v | [ ] Surface Clipping

v| Backface Culling

Figure 143. The view of the surface extracted using the Mask Image option
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‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

3. To use the Intensity Level option:

1 Open an image of interest.

2 Select the intensity level value. You can understand the intensity level by

mousing over the image. The intensity value for the selected pixel is
shown on the main MIPAV toolbar.

EAMIPAY: _ 55/161 M:2.0

File Edit ¥OI LUT  Algorithms Utiliies  Plugins  Scripts  Image  Toolh

KT FBHL200A00 08 Ml 4 & a
PESS CE u BiROEIBE od

Image slice
I )

1

a1
X2V 26 Intemsity: 26.0

X]_ 55/161 M:2.0

Figure 144. The intensity level is shown on the main MIPAV toolbar
3 Call the Algorithms> Extract Surface (marching cubes).
4 In the dialog box that appears, select the Intensity Level option.

5 Enter the intensity value that you would like to apply. Refer to Figures
144 and 145.
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WL RBLY.
EEHtract Surface Ed
Exiract surface of:
(1 WOI region
() Mask irnage
(@ Intensity level 26
[]
Decimate surface
| | Decirnate surface (Feduce tnangle count)

Save surface

Choose... [L26 sur

Surface Files (* aur) -
0K Cancel
Figure 145. Enter the intensity level value here

6 Select the surface file as an output, and specify the file name and
location. Press OK to run the algorithm.

7 When the algorithm finishes running, click the Volume Tri-planar View
icon on the MIPAYV toolbar and follow the steps 7—12 from the first
example on page 385.

Figure 146 shows the surface extracted using the Intensity Level option.
MIPAV User’s Guide, Volume 2, Algorithms 389

8/31/07



Chapter 2, Using MIPAV Algorithms: Extract Surface (Marching Cubes)

MIPAYV
Figure 146. The view of the surface extracted using the Intensity Level
option
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Transform to power of 2

The Transform to power of 2 algorithm resamples the original image to
dimensions that are powers of 2.

Background

By default, this algorithm will use Bilinear Interpolation for 2D images or
Trilinear Interpolation for 3D images to resample the original image to
dimensions that are powers of 2.

Optionally, you can select another type of interpolation that will be used in
the algorithm.

The parameters required are the expected extents in all dimensions.

The algorithm uses the following to calculate the appropriate new
dimension size as a power of 2.

User inputs of <= 16 will result in 16.

User inputs of >16 and <= 40 will result in 32
User inputs of >40 and <= 80 will result in 64
User inputs of >80 and <= 160 will result in 128

User inputs of >160 and <= 448 will result in 256

IMAGE TYPES

You can apply this algorithm to color and black-and-white images as well as
2D and 3D image types.
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Applying the Transform to Power of 2 Algorithm

To run the algorithm, complete the following steps:

1 Open an image of interest;

2 Select Algorithms > Transformation tools > Transform to power of 2;
3 Input the expected dimension sizes;

4 Optionally, select type of interpolation to be used in algorithm;

5 Press OK.

The algorithm begins to run, and a progress bar appears with the status.
When the algorithm finishes running, the progress bar disappears, and the
results appear as a file in selected format in a chosen location. For more
information about the dialog box options, refer to Figure 147.

Original Extents X dimension of original
extent X image. [i;i]Resample Dialog E3
Original Extents Y dimension of original Original Extents Expected Extents
extent Y image. extent X: extent 2 |128

extent ¥ extent Vo [123
Original Extents Z dimension of original T extent Z: |128
extent Z image (if image is 3D).

Options
Expected Expected X dimension. )
Extents extent Inferpalation: |Trilinear v
X Hearest Meighhor
E d E dY dimensi i EMM i
O o v cimension oo i
Y Eapline 4th order
(Cubic Lagrangian

Expected Expected Z dimension (if Juintic Lagrangian
Extents extent image is 3D). Heptic Lagrangian
r4 Wrindowed sin:
Interpolation Specifies the type of interpolation the algorithm will use when resampling. The

list includes: Trilinear, B-spline 3-rd order, B-spline 4-th order, Cubic
Lagrangian, Quintic Lagrangian, Heptic Lagrangian, Windowed Sinc.

OK Applies the algorithm according to the specifications in this dialog box.
Cancel Disregards any changes that you made in this dialog box and closes it.
Help Displays online help for this dialog box.

Figure 147. The Resample dialog box options
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200

8]

Volume Tri-planar View
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Add Surface to Viewer
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Registration: Manual 2D Series

The Manual 2D Series algorithm allows you to manually or semi manually
register two 2D grayscale or color images by placing corresponding points
on both images, and then applying either the Landmark—Thin Plate Spline
or Landmark—Least Squares algorithm. After applying one of these
algorithms, you can then, if needed, use the other algorithm. In addition, at
any time, you can manually adjust the alignment of each image.

The algorithm also lets you manually register different slices of a 2.5D and
3D image datasets in the same way as 2D images. See also “Applying the
Manual 2D Series algorithm to 2.5D images” on page 415 and “Applying the
Manual 2D Series algorithm to 3D images” on page 417.

Background

Through the Registration: Manual 2D Series dialog (Figure 148), this algo-
rithm provides the tools for manually registering images as well as the abil-
ity to use two of the landmark registration algorithms—Thin Plate Spline
and Least Squares.

The following tools are available for manually registering images:

¢ “Changing displaying proportion” on page 401
e “Moving the adjusted image” on page 404

¢ “Rotating the adjusted image” on page 405

e “Delineating the landmark points” on page 410

e “Applying the image registration algorithms” on page 410

IMAGE TYPES

You can apply this algorithm to 2D, 2.5 D, and 3D grayscale and color
images. The dimensions or image type of the adjusted image need not be the
same as the dimensions or image type of the reference image. The adjusted
image has the same image type and the same extents as the reference image.
See also: “Applying the Manual 2D Series algorithm on 2D images” , “Apply-
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ing the Manual 2D Series algorithm to 2.5D images” , and “Applying the
Manual 2D Series algorithm to 3D images” .

SPECIAL NOTES

For 2D, 2.5D and 3D images, three or more landmark points are required.
The algorithm may fail if nearly all of the points fall on the same line.

REFERENCES

“Least-Squares Fitting of Two 3-D Point Sets” by K.S. Arun, T.S. Huang, and S.D. Blostein, [IEEE
Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-9, No. 5, September, 1987,
pp- 698-700.

David Eberly, “Thin Plate Splines” of Magic Software at http://www.magic-software.com. Also at the
same site are the files: MgcInterp2DThinPlateSpline.h, Mgclnterp2DThinPlateSpline.cpp,
MgclInterp3DThinPlateSpline.h, MgcInterp3DThinPlateSpline.cpp Paper that explains warping from
one x,y source to another x,y target set.

Fred L. BookStein, “Principal Warps: Thin-Plate Splines and the Decompositions of Deformations,”
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 11, No. 6, June 1989, pp. 567—
585.

Applying the Manual 2D Series algorithm on 2D images

To run this algorithm, complete the following steps:

1 Open two images— the reference image and the image you want to
register or adjusted image.

2 Select the reference image.

3 Select Algorithms > Registration > Manual 2D Series. The Load dialog
box appears. See Figure 148.

4 Select the image that you want to register to the reference image. Note
that, if only two images are open, the Set as Image B box automatically
selects the other open image—the one you did not select—as Image B or
adjusted image. See Figure 148.
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{#:Load 920_10 and Imag x|
i Select from frame or file

~Frame

® Set as ImageB: 920 13 -

o ’7 Browse

‘ OK | ‘ Cancel |

Figure 148. The Load dialog box
5 To select a different image, select the File option, and then click Browse to
find and open another image.

6 Click OK.

7 The Manual 2D Series window opens. By default, the window opens in
Blended mode. Note that, opening this window automatically corrects
image resolution and scaling.

As shown in Figure 149, the Registration: Manual 2D Series window has the
main menu (see below) and two tabs: Blended and Dual. Refer to “Blended
tab” on page 400 and “Dual tab” on page 406.

Options available via the dialog menu

File Close Registration Closes this dialog without saving the
images.

Show VOIs in blended On the Blended tab, displays the VOIs that
window you've delineated on the Dual tab.

Thin plate spline for intensity Uses the Thin Plate Spline algorithm for
calculating intensity values. See also
“Registration: Landmark—TPSpline” .

Help Runs help for this dialog box.

Blended tab

The Blended tab shows both images: the adjusted image superimposed on
top of the reference image. By default, the image frame shows both images
blended in proportion 50/50.
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MIPAY
s A R R R R R R R R R RR R R R R RRARRRRR IR RERRRRERREBRERRRRARERIEDRORBA]
CHANGING DISPLAYING PROPORTION
You can use the AlphaBlending image slider to change the displaying pro-
portion towards either increasing the amount of the reference image (the
Ref.R side of the slider) or adjusted image (the Adj.A side of the slider) dis-
played. The image slider is located at the top of the Blended tab. See also
Figure 149 and Section: “Moving and rotating the adjusted image” on
page 403.
i MicroscopyColorYellow + MicroscopyCalor  MALS Reference image _ ?5%_ Reference image - 25G
Sk, Adjusted image - %5% Adjusted image - 75%
Blended | Dual N // ]
4 O =
R Ref B 075R. 0.5RS8 0754 Adj. A
IR S Image slider
T | w O
Figure 149. The Blended tab and the image slider
s A R R R R R R R R R R R R R R RRARRRRR IR RERRRRARREBRIERERRARERIEDRORBE]
THE BLENDED TAB OPTIONS:
hl Opens the Lookup table dialog :
. box. For the Lookup table (LUT) —
Display ) X EEEE N B LY
dialog box options, refer to e |
Lookup table MIPAV User’s Guide, Volume 1, e

Upate (raltime)

Basics, Figure 117 “Look-up
Table window”. See also “Using
LUT to arrange the images” on
page 413.

Figure 150. The Blended tab options
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% Checker

Board

The checkerboard tool displays
both portions of both images in
an alternating fashion, much like
the squares on a checkerboard.
Portions of the reference image
(Image A) appear where the
light-colored squares would
appear on the checkerboard;
portions of the adjusted image
(Image B) appear in place of the
dark-colored squares.

You can use the Checkerboard i Checkerboard pattern (<]

|
pattern dialog box options to Parameters
adjust the number of rows and 7] Use checherboarding
columns displayed. . !

Rowrs
See also MIPAV User’s Guide, 2 =l
Volume 1, Basics, Figure 113 for .. 1
more infromation about the S 5
checkerboard tool.

Apply H Close

G% Magnify

Magnifies the images 2xn times.

image 2.0x
E& Magnifies the images 0.5xn times; or minifies the images 2xn times, which is
Magnify the same.
image 0.5x
@b Displays the window filled only
Window with the adjusted |mage (Image
region of B) over thg reference image. You
Image B can use this window to look at
the alignment of details in the
images.
s Restores image to its original state. This icon also deletes all landmark points on
—") Reset the reference image and on the adjusted image. If the Apply button has already

image to its
original state

been selected, the Reset icon undoes all changes that occurred since the last
time the Apply button was selected.

Figure 150. The Blended tab options (continued)
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MIPAYV
Apply Commits the changes that you made to the images, but it leaves the window
open for you to make further changes, if desired.
Activates moving mode by making the moving icons available. The moving
‘*’ icons or the icons that display direction arrows let you move the adjusted image
Translate . . . . -
image in one direction only by a specified number of pixels. The default number of

pixels is 1; however, the number of pixels may be from 0.01 to 2048.0.
Therefore, the direction arrows provide the greatest specificity in moving the
image, which is perfect for fine adjustments.

To change the number of pixels, click the Set pixel increment icon; enter a
desired number in the Pixel Increment box; and then click Apply. Refer to
“Moving and rotating the adjusted image” on page 403.

Q Rotate

Image

Activates rotation mode. If the rotation of the adjusted image is incorrect, you
can change the rotation of the image with the two rotation icons: Rotate
clockwise and Rotate counterclockwise. Rotation icons allow you to turn the
adjusted image in the desired direction only by a specified degree (1-360). The
default degree is 1, and it is shown next to the Rotate Image icon. To change
the degree, click the Change Degree Increment icon; enter a desired number in
the Degree Increment box; and then click Apply. Refer to "Moving and rotating
the adjusted image” on page 403

Figure 150. The Blended tab options (continued)

i Translate

Image

Q Rotate Image

MOVING AND ROTATING THE ADJUSTED IMAGE

Figure 151 shows the icons which allow you to move the adjusted image in
all directions or specifically up, down, left, and right a certain number of
pixels. You can also rotate the adjusted image clockwise or counterclock-
wise. Note that all these tools are available only on the Blended tab.

To activate moving mode, click on the Translate image icon first, and
then use the arrow icons to move the adjusted image in desired direction.
You can also set up the moving increment (in pixels). Current increment is
shown next to the Translate image icon. Refer to Figure 151.

To activate rotation mode, click on the Rotate Image icon, and then use
the Rotate Clockwise or Rotate Counterclockwise icons to rotate the image.
You can also set up the rotation increment (in grades). Current increment is
shown next to the Rotate Image icon.
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W4 MicroscopyColorYellow + MicroscopyColor  M:0.5
File Help
Blended | Dual

Click to activate moving mode
Fef B 0758 D5RIA 0.T3A Adj A

LA#E | & & & | 9 | gy
TR I XX IR

[F;i] Change pixel increment E

Pixel Increrment (0.01 - 2042.0) |1.0

‘ Apply ‘ ‘ Cancel ‘

Click to activate rotation mode

e 3 o' o/ ®m | m N oy
wihle e &« w

[F;i] Change degree increment E

Diegree Increraent (0.01 - 360.0) (1.0

Apply ‘ ‘ Cancel ‘

Figure 151. The Blended tab: activating moving and rotation modes

MOVING THE ADJUSTED IMAGE

The Translate image icon activates moving mode for the adjusted image and
allows you to move the image in any direction. This icon only appears on the
Blended tab, which is where all manual adjustments to image registration
occurs. To move the adjusted image, click Translate Image and, holding
down the left mouse button, drag the icon in the direction in which you wish
to move the image, and then release the mouse button. After a few
moments, the image appears in the new position. Note that, depending on
where you moved the adjusted image, its outer portions may disappear
beyond the outer edges of the reference image. In this case, you can use the
same icon to move the adjusted image again.

MOVING THE ADJUSTED IMAGE WITH THE
DIRECTION ARROWS

Move up

Move right

The icons that display direction arrows let you move the adjusted image in
one direction only by a specified number of pixels. The default number of
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pixels is 1; however, the number of pixels may be from 0.01 to 2048.0.
Therefore, the direction arrows provide the greatest specificity in moving
the image, which is perfect for fine adjustments.

To change the number of pixels, click the Set pixel increment icon; enter a
number in the Pixel Increment box; and then click Apply. See Figure 151.

ROTATING THE ADJUSTED IMAGE

If the rotation of the adjusted image is incorrect, you can change the
Q rotation of the image using the rotation icons as shown in as shown in
Rotate Image Figure 152.

1 To activate rotation mode, click the Rotate Image icon.

2 Then, use the Set Degree Increment option to set up the desired degree
increment. The increment’s range is between 0.01 and 360.0 degrees.

3 Select the center of rotation for the image. In order to do that, click
Rotate Image, and then set the center by clicking with the mouse on the
image. The letter C appears with a yellow crosshair cursor (). You can
then drag a line from the center of rotation to move the image above or
below the center of rotation.

4 To rotate the image clockwise, click Rotate Clockwise; and to rotate the
image counterclockwise, click Rotate Counterclockwise.

The image can also be rotated manually by dragging away from the center of
rotation, and then dragging either clockwise of counterclockwise.
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kg MicroscopyColorYellow + MicroscopyColor  M:0.25

File Help
Blended | Dual |
AlphaPlending N

Ref R 0.75R. 0.5RIA 0754
W #2 R 9| ay|
1 < | I E‘ R G |

Ij;ijl:hange degree increment [ ] IRITED G

Degree Increment (0.01 - 360.0) [1.0]

Apply ‘ ‘ Cancel ‘

Figure 152. Rotating the adjusted image.

Note: You can change the degree increment any time to achieve exact
registration.

DUAL TAB

The Dual tab shows both the reference image and the adjusted image side
by side in the image area at the bottom of the page.

Note that the border around the reference image, the image on the left side
of the page, appears in red. The border around the adjusted image, which is
on the right side of the page, appears in green. Several of the icons near the
top of the page are color coded to the images. That is, the red icons apply to
the reference image, and the green icons apply to the adjusted image.
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THE DUAL TAB OFFERS THE FOLLOWING
OPTIONS

Blended tab

Displays the Blended page, which shows the image to be registered
superimposed on the reference image. This page allows you to move and align
the image to be registered with the reference image. For the Blended tab
options refer to Figure 149.

Dual tab

Displays the Dual page, which shows each image side by side, and allows you
to delineate three or more landmarks on each image before you apply the
Landmark—Least Squares algorithm or the Landmark—Thin Plate Spline
algorithm to the images.

hﬂ Lookup

Table

Displays the Lookup Table window, which includes two tabs: Image A, the
reference image, and Image B, the image to be registered.

Q’“ Magnify

reference image
2.0x

Doubles the size of reference images, magnifying them to twice their current
size. If an image is too large for the current window size, scroll bars appear,
and you may need to manually adjust the size of the window.

To restore reference images to their original size, use the Magnify Reference
Image 0.5x icon, as many times as you used this icon.

Q’“ Magnify

reference image
0.5x

Reduces the magnification level of reference images in half. To restore
reference images to their original size, use the Magnify Reference Image 2.0x
icon, as many times as you used this icon.

Q’& Magnify

adjusted image
2.0x

Doubles the size of adjusted images, magnifying them to twice their current
size. If an image is too large for the current window size, scroll bars appear,
and you may need to manually adjust the size of the window.

To restore adjusted images to their original size, use the Magnify Reference
Image 0.5x icon, as many times as you used this icon.

Q’“ Magnify

adjusted image
0.5x

Reduces the magnification level of adjusted images in half. To restore adjusted
images to their original size, use the Magnify Reference Image 2.0x icon as
many times as you used this icon.

% Apply least

squares
alignment

Applies the Landmark—Least Squares algorithm to the image to be registered.
After the algorithm is applied, if needed, you can apply the Landmark—Thin
Plate Splines algorithm on the image, or you can manually adjust the alignment
of the image on the Blended page.

Figure 153. The Dual tab options
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ﬁ Apply thin

plate spline
alignment

Applies the Landmark—Thin Plate Spline algorithm to the image to be
registered. After this algorithm is applied, if needed, you can apply the
Landmark—Least Squares algorithm on the image, or you can manually adjust
the alignment of the image on the Blended page.

i
Reset image
to original state

Restores the image to its original state. This icon deletes all points on the
reference image and on the adjusted image. If the Apply button has already
been selected, the Reset icon undoes all changes that occurred since the last
time the Apply button was selected.

R Reference
slice markers

Adds a landmark point to the reference image each time you click the left
mouse button. Note that the points are sequentially labeled from 1 on in the
order in which you created them. To remove points, return the cursor to its
default mode by clicking Return to default mode, select the point to be
deleted, and then click the Delete Selected Reference Slice Markers icon.

A Adjusted
slice markers

Adds a landmark point to the adjusted image each time you click the left mouse
button. Note that the points are sequentially labeled from 1 on in the order in
which you created them. To remove points, return the cursor to its default
mode by clicking Return to default mode, select the point to be deleted, and
click the Delete Selected Adjusted Slice Markers icon.

Note: landmarks in the reference image should correspond to landmarks in the
adjusted image.

Removes the landmark point that you selected in the reference image. To

H_ Delete remove a point, first return the cursor to its default mode by clicking Return to
Sl default mode, then select the point to be deleted, and then click the Delete
reference slice Selected Reference Slice Markers icon.
markers

o Removes the landmark point that you selected in the adjusted image. To

A Delete remove the point, first return the cursor to its default mode by clicking Return
Sl to default mode, then select the point to be deleted, and finally click the
adjusted slice Delete Selected Adjusted Slice Markers icon.
markers

Copies landmarks from the reference image to adjusted image. Note that
H_}HCopy refer- landmarks which were copied to the adjusted image have the same x, y

ence markers to
adjusted image

coordinates as the reference image landmarks.

Figure 153. The Dual tab options (continued)
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Copies landmarks from the adjusted image to reference image. Note that
FHHCO landmarks you copied to the reference image have the same x, y coordinates
adjuste'::ly as the adjusted image landmarks.
markers to
reference
markers

Returns the cursor to its default mode, which allows you to change from adding

[:E Return to points to deleting points from the image.

default mode

SR Apply

Commits the changes that you made to the images, but it leaves the window
open for you to make further changes if desired.

Figure 153. The Dual tab options (continued)

riellow (M: 0.5) + MicroscopyColor (M:0.5)

Blended | Dual |
wlaa|aa|@BHF 9 &[F [0 [men| b | o

Reference image Adjusted image

Figure 154. The Dual tab shows both: the reference image and adjusted
image side by side. Three corresponding landmark points were
delineated in the reference and adjusted image.

USING THE IMAGE REGISTRATION
ALGORITHMS
Before applying the Landmark—Least Squares algorithm or the Land-

mark—Thin Plate Spline algorithm to the images you must delineate three
or more landmark points or landmarks on each image. See Figure 154.
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DELINEATING THE LANDMARK POINTS
To place landmarks on the reference image, click the Reference Slice
o Refarence Markers icon, and then click the mouse on the reference image where the

Slice Markers

&, ,
Adjusted Slice
Markers

s Return to
Default mode

e Apply Least
Squares alignment

ﬁ Apply Thin Plate
Spline alignment

landmark should be located. The landmark appears on the image in red type
and is sequentially numbered. Create at least two more landmarks on the
image.

To place landmarks on the adjusted image, click the Adjusted Slice
Markers icon, and create at least three landmarks on the image by clicking
the mouse. The landmarks, which are sequentially numbered, appear in
green type.

To remove a landmark point from the reference or adjusted image, you
need to return the mouse cursor to its default mode by clicking on the
Return to Default Mode icon. You can then select the point by clicking on it
with the mouse, and then delete it by clicking the corresponding Delete
Selected Markers icon.

APPLYING THE IMAGE REGISTRATION
ALGORITHMS

After you have delineated the landmark points on both images, select either
the Least Squares algorithm or the Thin Plate Spline algorithm, to register
the images.

The Least Squares algorithm registers the adjusted image to the
reference image by using corresponding points placed in both images.

The Thin Plate Spline algorithm allows you to register two images in a
nonlinear manner using the corresponding landmark points that you
delineate in both images.

The program registers the images and the landmarks appear in yellow type
followed by the specific positions in parentheses.
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&

Window region

At this point, you should determine the following:

1 Whether there is a need to make other manual adjustments to the
registration. If so, return to the Blended tab and use the direction or the
rotation icons. Use the Window region of image B icon to verify
alignment. Refer to “making manual reconcilements to the adjusted
image” on page 411.

2 Whether to run the other algorithm. If so, simply call either the Least
Squares or Thin Plate Spline algorithm, as appropriate.

3 Whether to restore the adjusted image to its original form by clicking
Reset.

4 Whether to select Apply to keep changes made by the algorithm.

MAKING MANUAL RECONCILEMENTS TO THE
ADJUSTED IMAGE

After you apply either the Least Squares or the Thin Plate Spline algorithm
on the images, you may want to manually ascertain whether key portions of
the reference image and the image to be registered, or adjusted image, are
in alignment. One way of checking alignment, or registration, is using the
Window region of image B icon. A recommended method for checking
registration and for correcting it follows.

To check registration, do the following:

1 Click Blended in the Manual 2D Series window to display the Blended
page. Both the reference image and the image to be registered, or
adjusted image, appear at the bottom of the window. The adjusted
image is superimposed over the reference image.

2 By default, the arrow on the AlphaBlending slider appears in the middle
of the slider at 0.5R/A, which means that 50 percent of each image are
shown on the page.

3 Slide the arrow on the AlphaBlending slider all the way to the right until
it reaches the label “Adj. A.” This label indicates that 100 percent of the
adjusted image is displayed on the page and, therefore, the reference
image does not appear.
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4 Now, open Lookup table for the adjusted image. Note that the window
includes two tabs: one for Image A, the reference image, and one for
Image B, the adjusted image.

5 Use the LUT options to change the intensity for one of the color
channels for the adjusted image, for example, to increase the red
channel. The purpose in doing this task is to easily distinguish the
adjusted image from the reference image. Refer to “Using LUT to
arrange the images” on page 413.

6 Return to the Blended tab of Manual 2D Registration dialog box and
move the AlphaBlending Image slider arrow all the way to the left on the
slider. The label “Ref. R” indicates that the page now displays 100
percent of the reference and does not display the adjusted image.

7 Click the Window Region of Image B icon and position the cursor over
the reference image. Notice that a square box appears on the image. The
box is filled with the adjusted image, which is appears in pale red. You
can use this box to look at the alignment of details in the images. See
Figure 155.

If;ijeye+eyeNoise M:0.25
File Help
Blended | Dual |

. . O
AlphaPlending Window region
Ref R 0.75R 0.5 0.758 Adj. &

m%IQG&QW—@ImuI
w | v Q |

Figure 155. The Window Region box is filled with the adjusted image

8 Determine whether you want to correct the alignment of the images. If
you do, there are several ways to align the adjusted image:
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¢ Moving the image using the Translate image icon and direction arrows.
See also “Moving the adjusted image” on page 404.
¢ Rotating the image using the Rotate Image icon. See also “Rotating the
adjusted image” on page 405.
s A R R R R R R R R R R R R R R RRARRRRR IR RERRRRARREBRERRRRARERIEDRORBA]
USING LUT TO ARRANGE THE IMAGES
You can use the LUT options to distinguish the adjusted image from the
reference image. In order to to that

1 Return to Blended mode.

2 Click the Lookup Table icon, to display the Lookup Table window. Note
that the window includes two tabs: one for Image A — the reference
image, and the other one for Image B — the adjusted image.

3 For the adjusted image, drag the image intensity line for the red channel
up in the middle. In this case, it creates a lighter colored red. The
adjusted image now appears in pale red. Actually, you can change the
color of the image to any color. See Figure 156 below.

¥4920_10 + 920_10_clone_noise M:0.25

File Help

Blended | Dual =
_ :b::"-ml BEEl H© L
e pafizfe ol I L LI 0 P 0.5R/A 0754 Adj.
x&‘:w 1170 ¥ Range 159
Figure 156. The adjusted image and its Lookup table
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Tip: You may want to maximize the window and enlarge the images so that
v you can view details of the images while checking alignment. To maximize the
window, simply click Restore. To maximize the image, click the Magnify image
2.0x icon, which magnifies the image to twice its current size, as many times
as needed.

4 Return to the Blended tab and move the image slider arrow all the way
to the left on the slider, so the page now displays only the reference
image.

5 Click the Window Region of Image B icon and position the cursor over
the reference image.

6 The Windows Region box appears on the image, filled with the adjusted
image, which is appears in pale red.

7 Use this box to look at the alignment of details in the images.

¥4{920_10 + 920_10_clone_noise M:0.25

File Help

Blended | Dual |

: W)
AlphaBlending
Ref. R 075K 0.5Rs8 0.754 Adj A
e B e A & 9| aw |
1u.u@@l§¢l‘1.u@ ‘
yeyeNuise M:0.25
“Blended | Dual |
o
Bping Ref B 075k o
W aa &l n| e
1 | w0 |
Figure 157. The adjusted image which appears in the Blended tab and
also in the Window Region.
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Applying the Manual 2D Series algorithm to 2.5D
images

To run this algorithm on 2.5D images, complete the following steps:

1 Open a single 2.5 image dataset. When you apply this algorithm, you
select the slices in the dataset that you want to register.

2 Perform, as an option, any other image processing, except scaling, on
the image dataset.

3 Select Algorithms > Registration > Manual 2D Series. The Manual 2D
Series window for 2.5D images (Figure 158) opens.

4 Because you are registering slices of the image, and not separate images,
all of the necessary icons and controls appear in a simple window that
does not include tabbed pages. Note that two additional sliders appear
at the top of the page:

¢ Reference slice slider allows you to choose which slice to use as a
reference image.

¢ Adjusted slice slider allows you to choose which slice to use as an
image to be registered.

are currently viewing. All of the remaining icons and controls work in the same

% Note: the boxes to the right of each slider indicate the number of slice which you
way that they do on the Manual 2D Series window for 2D images.

5 Choose the reference and adjusted slice. You can consider using the LUT
to distinguish the adjusted image from the reference image as described
in Section “Using LUT to arrange the images” on page 413.

6 Use the Alphablending image slider to display only the reference slice
and then place at least four landmarks on the reference slice. Repeat the
same procedure for the adjusted slice.

7 Now, move the image slider arrow all the way to the left on the slider, so
the dialog box will display only the reference slice.
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8 Click the Window Region of Image B icon and position the cursor over
the reference image. The Windows Region box appears on the image,
filled with the adjusted image, as shown in Figure 158. Use this box to
look at alignment of details in the slices.
DEM:IJ.5
>
Reference slice (1 - 3) 1
1 3
Adjusted slics (1 - 3) 1 ? 3
!
AlphaBlending
Ref R 075K 0.5R/8 0754 Adj &
W oA alm #E 9
md |FF 7 b 2T e w0
Figure 158. Applying the Manual 2D Series Registration algorithm on a
2.5D image. Slice 3 (adjusted slice) is registered to slice 1 (reference
slice). To differentiate the slices, we use LUT options to color the
reference slice to pale green and adjusted slice to pale blue.
9 At this point, you should determine the following;:

e Whether there is a need to make manual adjustments to the
registration. If so, use the direction or the rotation icons to verify
alignment.

e Whether to run one of the registration algorithms. If so, simply call
either the Least Squares or Thin Plate Spline algorithm, as
appropriate. Select Apply to keep changes made by the algorithm.
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Applying the Manual 2D Series algorithm to 3D images

When you apply this algorithm, you select the slices, which you want to
register, in a single 3D dataset. To run the algorithm on 3D images,
complete the following steps:

1 Open a single3 image dataset. Perform, as an option, any other image
processing, except scaling, on the image dataset.

2 Select Algorithms > Registration > Manual 2D Series. The Manual 2D
Series window for 3D images opens.

3 Because you are registering slices of a single 3D image, all of the
necessary icons and controls appear in a window that does not include
tabs. Note that there are three sliders appear at the top of the page:

¢ Reference slice slider allows you to choose which slice to use as a
reference image.

¢ Adjusted slice slider allows you to choose which slice to use as an
image to be registered.

¢ AlphaBlending Slider which, by default, displays both the
reference and adjusted slices blended in proportion 50/50.

Note: the boxes to the right of the Reference Slice and Adjusted Slice slider
indicate the number of slice which you are currently viewing. All of the remaining

icons and controls work in the same way that they do on the Manual 2D Series
window for 2D images.

4 Choose the reference and adjusted slice. Use the LUT to differentiate the
adjusted image from the reference image. See also: Section “Using LUT
to arrange the images” on page 413.

5 Use the AlphaBlending image slider to display only the reference slice
and then place at least four landmarks on the reference slice. Repeat the
same procedure for the adjusted slice.

6 Move the image slider arrow all the way to the left on the slider, so the
window now displays only the reference slice.
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7 Click the Window Region of Image B icon and position the cursor over
the reference image. The Windows Region box appears on the image,
filled with the adjusted image, as shown in Figure 159. You can use
either this box or Checker Board to look at alignment of details in the
slices.
8 At this point, you should figure out the following;:

e Whether there is a need to make further manual adjustments to the
registration. If so, use the direction or the rotation icons to verify
alignment.

e Whether to run one of the registration algorithms. If so, simply call
either the Least Squares or Thin Plate Spline algorithm, as
appropriate.

9 When done, select Apply to keep changes made by the algorithm.

Reference slice (1 - 161)

il 161
N =

Adjusted slice (1 - 161)
il 161

AlphaBlending
Ref. R 0.75R. 0.5R0s 0.754 Adj &

W QR B9 e

wd G E s S e uQ

Figure 159. Registering the 3D image.
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Threshold

The Threshold algorithm replaces the image pixel values with the fill values
specified by a user. The pixel values change or remain unchanged
depending on whether the original color value is within the threshold range.
For RGB or RGBa images, the Threshold command works on each
individual RGB channel.

Background

IMAGE TYPES

You can apply this algorithm to all 2D, 3D, and 4D color (RGB) and
grayscale images.

APPLYING THE THRESHOLD ALGORITHM

To use this algorithm, do the following:

1 Select Algorithms > Segmentation> Threshold in the MIPAV window.
The Threshold dialog box (Figure 160) appears.

2 Complete the information in the dialog box.

3 Click OK. The algorithm begins to run, and a progress bar appears
momentarily with the status. When the algorithm finishes running, the
progress bar disappears, and the results appear in a separate image
window.
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THE THRESHOLD DIALOG BOX OPTIONS:
Thresholds
[] lispply sarme threshold to all chanmels
[¥] Use red channel
[¥] Uae green charmel
[¥] Use blue chanmel
[] Use irverse threshold
Red
Lower livait: { 0.0 - 24003 0.0
Upper lirit: { [Lower limit] - 2400 |160.0
Set outside values to: 0o
Green
Lower livait: ( 0.0 - 2550 250
Upper lirit: { [Lower lirmit] - 255.0) 1700
Set outside values to: 0o
Blue
Lower livait: ( 0.0 - 2550 250
Upper lirit: { [Lower lirmit] - 255.0) |170.0
Set outside values to: 0o
Destination Threshold
(@) Hew irnage (@) Whole iage
() Replace irage (2 WOI reginm(s)
0K Cancel Help
Figure 160. The Threshold dialog box.
Apply same threshold to all channels
If checked, applies the same threshold values to all RGB channels. In that
case only the Red box becomes available for entering the threshold values.
Other boxes became unavailable.
Use <red, green, or blue> channel
Applies the threshold operation to each channel independently. For each pixel,
the R, G, and B values will set to 255 if it is in range for that particular channel
and to 0 otherwise.
Use inverse threshold
If checked, changes all pixels which are outside of the specified range. In that
case you must specify the desired pixel values into the Set outside values
text box.
Red, Green, Blue
For each channel, specify the threshold values in the corresponding boxes -
Red, Green or Blue:
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Lower limit - end of threshold range;
Upper Limit - beginning of threshold range;
Set outside values to: enter the pixel values for pixels outside the threshold.
New image - places the result of the algorithm in a new image window.
Replace image - replaces the current active image with the results of the
algorithm.
Whole image - applies the algorithm to the whole image.
VOI region(s)- applies the algorithm to the selected VOI(s).
OK - applies the algorithm according to the specifications in this dialog box.
Cancel- disregards any changes that you made in the dialog box and closes
this dialog box.
Help -Displays online help for this dialog box.
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Subsampling images

The subsample algorithm in MIPAV allows you to reduce an image in size
by a factor of 2, 4, or 8 times. Each pixel of the subsampled image is a
Gaussian-weighted average of the original image’s 8 neighboring pixels for
2D images or 26 neighboring voxels for 3D images. For example,
subsampling a 3D image with the x, y, and z dimensions of 256 x 256 x 32,
respectively, by a factor of 2 produces a new image with x, y, and z
dimensions of 128 x 128 x 16, respectively.

To subsample the images
1 Open an image (Figure 161).

2 Select Algorithms>Transformation tools > Subsample. The Subsample
dialog box (Figure 162) opens.

BE

Figure 161. Original image before subsampling

3 Select one of the following;:
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e Subsample by 2
e Subsample by 4

e Subsample by 8Select, as an option for 2.5D images only, the
Process each slice independently (2.5D) check box.

Tip: If you are not working with 2.5D images, the Process each slice
independently (2.5D) check box does not appear in the Subsample dialog box.

4 Click OK. A status message appears briefly while the program generates
the subsampled image in a new image window.

Subsample by 2 Subsamples each
image dimension by a New Size
factor of 2.
) Subsaraple by 2
Subsample by 4 Subsamples each = Sty
image dimension by a £ Subsanaple by 8
factor of 4. [] Process each slie independently (2.5D)
[] Leawve 7 dirasnsion unchanged
Subsample by 8 Subsamples each
image dimension by a oK H r— H Help
factor of 8.
Process each slice Filters each slice of the dataset independently of adjacent slices.
independently
(2.5D)
OK Applies the parameters that you specified to subsample the image.
Cancel Disregards any changes you made in this dialog box, closes the dialog box,
and does not subsample the image.
Help Displays online help for this dialog box.
Figure 162. Subsample dialog box
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Megical Ima. ge Processin, Gl Ahalysis, & Visualization

%% 920 13 subsample_2 M:1.0 ¥4920_131_subsampl... [= (B

(C) Image subsampled by 8

A} Image subsampled by 2

Figure 163. An image subsampled by 2, by 4, and then by 8
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This glossary defines all acronyms and selected terms used in this guide.

Numerics

2D. Two dimensional.
3D. Three dimensional.
4D. Four dimensional.

5D. Five dimensional.

D

ACR. American College of Radiology. The ACR, in conjunction with
National Electrical Manufacturers Association, developed the Digital
Image Communication in Medicine standard.

AE. Application entity.

Analyze. Unix-based medical-imaging display and analysis software
developed by the Mayo Foundation. MIPAV allows researchers to
process, analyze, and visualize Analyze-formatted image files on virtually
any platform.
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API. Application program interface. Pieces of code that are used to
perform common tasks, such as generate a standard window frame.
Software developers often incorporate these pieces of code into their
programs. An API is analogous to a package of form letters; APIs reduce
programming time because common functions have already been written.

BMP. Extension for Windows Bitmap formatted files. BMP is the
standard bitmap graphics file format that is used in the MS Windows
environment.

boolean. This data type refers to data that represents symbolic
relationships between entities, such as those implied by the logical
operators AND, NOT, and OR. Examples of valid boolean values are
TRUE and FALSE.

bytecode. Compiled format for Java code. Bytecode is analogous to
object code. When the Java program is written and compiled, the
compiled program is written in bytecode. When you execute the bytecode
program, it is interpreted by the platform-specific Java Virtual Machine,
which serves as an interface between your platform and the platform-
independent bytecode. Java bytecode can be ported to almost any
platform and executed, provided the correct Java Virtual Machine has
been installed.

CIT. Center for Information Technology. CIT provides, coordinates, and
manages information technology so that computational science at the
National Institutes of Health is advanced.

color 24. Color 24 is commonly referred to as 24-bit color images. Full
RGB color requires that the intensities of three color components be
specified for each and every pixel. It is common for each component
intensity to be stored as an 8-bit integer, and so each pixel requires 24
bits to completely and accurately specify its color. Image formats that
store a full 24 bits to describe the color of each and every pixel are
therefore known as 24-bit color images.

CR. Computed radiography.
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C-STORE. Composite Storage.

CT. Computed Tomography.

data type. A set of values from which a variable, constant, function, or
expression may take its value. MIPAV accommodates the following data
types: Boolean, Signed Byte, Unsigned Byte, Signed Short, Unsigned
Short, Integer, Long, Float, Double, and Color 24.

DCB. Division of Computational Bioscience. DCB is a research and
development organization that provides engineering and computer
science expertise to support biomedical research activities at the National
Institutes of Health (NITH). DCB applies image processing and medical
imaging technologies, high-performance parallel computing, high-speed
networking, signal processing, state-of-the-art optical and electronic
devices, bioinformatics, database technology, mathematical and
statistical techniques, and modern hardware and software engineering
principles to help solve biomedical research problems at NIH.

DICOM. Digital Image Communication in Medicine. Standard protocol
developed by the American College of Radiology (ACR) and National
Electrical Manufacturers Association (NEMA). Specifies a standard
method of communication between two devices.

Double. Primitive, 64-bit, data type. Double is a floating point data type
that accommodates decimal values, up to 14 or 15 significant digits of

accuracy. Valid values can range from -1.7 x 103°8 to 1.7 x 10398,

Endian. Data organization strategy. Refers to the way computer
processors store data in memory. Big-endian format stores the most
significant byte (MSB) first. Little-endian format stores the least
significant byte (LSB) first.
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FF. Feet first.

Float. Primitive, 32-bit, data type. Float is a floating point data type that
accommodates decimal values, up to 6 or 7 significant digits of accuracy.

Valid values can range from -3.4 x 1038 to 3.4 x 1038.

FTP. File Transfer Protocol.

GIF. Graphic Interchange Format. A compressed, bit mapped, graphics
file format that supports color and various resolutions.

GUI. Graphical user interface. A user interface that is based on graphics
rather than text.

header offset. Space reserved at the beginning of some graphic files
that contain non-image data.

HF. Head First
HP. Hewlett-Packard.
HSB. Hue Saturation Brightness. In this color model, hue is the color,

saturation is the purity of the color; and brightness indicates the
brightness or darkness of the color.

ID. Identifier.
IE. Information Entity.
integer. Primitive, 32-bit, data type. Integer is sometimes abbreviated

as int. Integer accommodates values that are whole numbers. Valid
values range from -2,147,483,648 to +2,147,483,648.
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interlaced. A display technique that increases resolution. Half of the
horizontal lines are drawn on the monitor during the first pass; the other
half are drawn during the second pass. For example, the odd numbered
lines may be drawn during the first pass and the even numbered lines
during the second pass.

interpolation. The generation of intermediate values based on known
values.

IOD. Information Object Definition
IOD. Information Object Definition. Provides an abstract definition of
real-world objects applicable to the communication of digital medical

information.

IP. Internet Protocol.

Java. High-level, object-oriented, platform-independent programming
language developed by Sun Microsystems.

Java VM. Java Virtual Machine.

JIT. Just-In-Time compiler. The JIT converts Java bytecode into
machine language instructions.

JPEG. Extension for Joint Photographics Experts Group formatted files.
Also refers to a compression type.
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Linux. An operating system that is an open source implementation of
UNIX.

Long. Primitive, 64-bit data type. Long is a variation of the integer data
type. Long accommodates values that are whole numbers. Valid values
range from -9,223,372,036,854,775,808 to +9,223,372,036,854,775,808.
LSB. Least Significant Byte. Also see endian.

LUT. Lookup Table.

Mac OS. Macintosh Operating System

MB. Megabyte

MIPAV. Medical Image Processing, Analysis, and Visualization
program. MIPAV is an n-dimensional, general-purpose, extensive image
processing, and visualization program. It is platform-independent and
assists researchers with extracting quantitative information from various
medical imaging modalities.

MR. Magnetic Resonance.

MSB. Most Significant Byte. See endian for more details.

MSEE. Master of Science in Electrical Engineering

MTX. Extension for MIPAV's transform matrix files.

NEMA. National Electrical Manufacturers Association.
NIH. National Institutes of Health.

NM. Nuclear medicine.
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OS. Operating system

PACS. Picture Archiving System.

PCX. Extension for PC Paintbrush formatted graphic files.

PDU. Protocol Data Unit.

PET. Positron Emission Tomography.

PICT. Extension for Macintosh formatted graphic files.

PLT. Extension for MIPAV’s graphics files.

PNG. Extension for Portable Network Graphic formatted graphic files.

PSD. Extension for Adobe Photoshop formatted graphic files.
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RAM. Random Access Memory

Raster. Bitmap file type.

Raw. File type.

resolution. The sharpness and clarity of an image.

RGB. Red Green Blue.

RIS. TBD.

RLE (Run Length Encoding). The file extension for graphics that
have been reduced using run-length encoding. RLE is a compression
method that converts consecutive identical characters into a code
consisting of the character and the number marking the length of the run.

ROI. Region of Interest.

RS. Extension for Sun Raster formatted graphics files.
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SCP. Service Class Provider.
SCU. Service Class User.
SGI. Silicon Graphics Incorporated.

short. Primitive, 16-bit data type. Short is a variation of the integer data
type. Short accommodates values that are whole numbers. Valid values
range from o to +32,767.

signed byte. Primitive, 8-bit, data type. Signed byte is a variation of the
integer data type. The signed byte data type signifies that valid values fall
within a range of whole numbers. Valid values range from -128 to +128.
Negative values (indicated by the negative sign) are permitted, hence the
term, signed byte.

signed short. Primitive, 16-bit data type. Signed short is a variation of
the integer data type. The signed short data type signifies that valid
values fall within a range of whole numbers. Valid values range from -
32,768 to +32,767. Negative values (indicated by the negative sign) are
permitted, hence the term, signed short.

Solaris. Unix-based operating environment that was developed by Sun
Microsystems. Solaris consists of the Sun operating system and a
windowing system.

SOP. Service Object Pair

SOP. Service Object Pair.

SPECT. TBD.

TCP/IP. Transmission Control Protocol/Internet Protocol. The suite of
communications protocols used to connect hosts on the Internet.

TGA. Extension for Truevision Graphics Adapter formatted graphics
files.

TIFF. Extension for Tag Image File Format formatted graphics files.
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UID. Unique Identifier.

UNIX. Multi-tasking, multi-user operating system developed by Bell
Labs. Many versions of UNIX abound, including Linux.

unsigned byte. Primitive, 8-bit, data type. Unsigned byte is a variation
of the integer data type. The unsigned byte data type signifies that valid
values must fall within a specified range of positive, whole-number
values. Valid values range from o to +128. Negative values (indicated by
the negative sign) are not valid, hence the term, unsigned byte.

unsigned short. Primitive, 16-bit data type. Unsigned short is a
variation of the integer data type. The unsigned short data type signifies
that valid values must fall within a specified range of positive, whole-
number values. Valid values range from o to +32,767. Note that negative
values (indicated by the negative sign) are not valid, hence the term,
unsigned byte.

US. Ultrasound

VM. Virtual Machine.
VOI. Volume of interest (used interchangeably with ROI).

voxel. Smallest distinguishable cube-shaped part of a 3D image.

XBM. X BitMap file format.

XPM. X PixMap file format.
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