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Preface
The purpose of the MIPAV software program is to allow medical researchers 
to extract quantitative information from image datasets of various medical 
image modalities.

Scope of this guide

The primary purpose of the MIPAV User's Guide is to provide medical 
researchers the information they need to use the MIPAV software program. 

A secondary goal is to give researchers the information needed to extend, if 
desired, the software’s capabilities through the development of new 
functions in plug-in applications via use of the software’s application 
program interface (API).

Who should use this guide

Medical researchers, medical technicians, and other people who are 
involved in analyzing medical images or maintaining and supporting the 
equipment used to produce images form the audience for the User’s Guide.
MIPAV User’s Guide, Volume 2, Algorithms xvi
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Preface
Skills you need to perform tasks in MIPAV

Depending on the platform—Windows, MacIntosh, or Unix—that is running 
your workstation, it is recommended that you are familiar with installing 
and using software programs for that platform.

If you plan to create plug-in applications for MIPAV to add new 
functionality, you must have software programming skills and be familiar 
with Java.

How this guide is organized

The MIPAV User’s Guide is divided into two volumes: 

• Volume 1, Basics, explains how to use the basic features and functions 
of MIPAV and how to incorporate plug-in applications.

• Volume 2, Algorithms, presents detailed information about the 
purpose, background, and function of the algorithms packaged with 
MIPAV and gives instructions for using them.

Volume 1, Basics
The MIPAV User’s Guide, Volume 1, Basics, includes the following:

• Chapter 1, “Introducing MIPAV,” presents an overview of the MIPAV 
software program.

• Chapter 2, “Installing MIPAV,” explains how to install, remove, and 
upgrade the MIPAV software program. It also explains how to 
subscribe to the MIPAV mail list and how to search the MIPAV archive.

• Chapter 3, “Getting Started Quickly with MIPAV,” explains how to use 
MIPAV to perform common functions, such as opening an image file, 
saving the file, and printing a log file. 

• Chapter 4, “Understanding Image Basics,” lists the file formats 
supported by MIPAV and provides background information on image 
file formats. It also provides information on how to view and adjust 
image file attributes.
MIPAV User’s Guide, Volume 2, Algorithms xvii
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• Chapter 5, “Working with DICOM Images,” explains how to access 
DICOM databases, perform queries, and retrieve image files. In 
addition, it explains how to send files to a database.

• Chapter 6, “Visualizing Images,” provides instruction on how to 
customize the way image files are displayed, how to magnify and 
minify images, how to view images together, how to view a portion of 
the image, and how to change image brightness and contrast by 
generating histograms and adjusting color look-up tables (LUTs). 

• Chapter 7, “Segmenting Images Using Contours and Masks,” explains 
how to create, group, rearrange, and modify volumes of interest 
(VOIs); how to create masks; and how to use paint to further identify 
VOIs.

• Chapter 8, “Analyzing Images,” discusses how to calculate statistics for 
VOIs and masks and how to generate intensity profiles, or graphs, for 
images.

• Chapter 9, “Changing Image Datasets Using MIPAV Utilities,” explains 
how to use the utilities included in the software.

• Chapter 10, “Developing Plug-in Programs,” explains how to 
incorporate plug-in programs into MIPAV.

• Appendix A, “DICOM Conformance Statement,” provides a copy of the 
formal DICOM Conformance Statement, which specifies MIPAV’s 
service classes, information objects, communications protocols, and 
media storage application profiles.

• Appendix B, “Technical Information,” provides examples of files 
MIPAV system files (such as the preference file) and explains how the 
user can interpret them; provides limited instruction on how to modify 
specific files. Also explains how to use the debug mode.

• Appendix C, “References ,” provides a list of references that can be 
used to learn more about MIPAV functions.

The guide also includes a glossary of terms and acronyms.
MIPAV User’s Guide, Volume 2, Algorithms xviii
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Volume 2, Algorithms
Volume 2, Algorithms, includes two chapters:

• Chapter 1, “MIPAV Algorithms Overview,” which discusses the tools 
and application programming interface provided with MIPAV

• Chapter 2, “Using MIPAV Algorithms,” provides detailed information 
about the algorithms packaged in MIPAV

In addition, the book includes the glossary of terms and acronyms.

What is new in release 1.11

Release 1.11, which was released on May 26, 2004, contains the following 
updates and improvements:

• AVI with audio can now be read, although the audio is stripped away 
and ignored

• Improved Volume Renderer: volumes displayed are now more crisp 
and less fuzzy 

• Surface Renderer allows 3-slider movement of displayed intersecting 
3-plane slices 

• Can now save DICOM images with sequence tags

Where to find more information

Both volumes 1 and 2 of the MIPAV User’s Guide are available as Acrobat 
PDF files, which you can view, download, and print. You can either print 
each volume, or you can print individual chapters separately. For PDFs of 
this guide, go to the MIPAV web site:

http://mipav.cit.nih.gov/guide.htm
MIPAV User’s Guide, Volume 2, Algorithms xix
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Conventions used in this guide

This guide uses the following conventions:

Both volumes of the MIPAV User’s Guide include special information that 
briefly highlights particular features or functions or that provide 
clarification. Based on the type of information they convey, these notes are 
labeled “note,” “tip,” “example,” “recommendation,” “remember,” 
“reference,” “caution,” and “disclaimer.” The following examples indicate 
how these notes appear and the type of information they include.

Note: Notes provide additional information that is related to the subject at hand. 
They tend to be “by the way” types of information or asides.

Tip: Tip paragraphs point out application shortcuts or briefly describe special 
features of the software.

Example: An example paragraph provides an example of a task or incident in 
which something of note could occur.

This convention . . . Stands for . . .

Italics Names of books, guides, or manuals as 
references

New terms or emphasis

Names of executable files

Bold User input

Names of programming commands

All caps File types, such as TIFF, GIF, or JPG 

Upper- and lowercase Names of keys

name@address.com E-mail address format

Hyperlink An internet link (position the cursor on this 
word and click the left mouse button)* 

Monospace Code sample, including keywords and variables 
within text and as separate paragraphs, and 
user-defined program elements within text

*All figure and table citations, such as Figure 1 or Table 1, are hyperlinks although they 
are not underscored. Clicking the citation displays the appropriate figure or table.
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Recommendation: Paragraphs that are labeled “Recommendation” suggest 

methods of good practice or advice.

Definition: The definitions of specific words or phrases of note appear in 
“definition” paragraphs. 

Remember: Notes labeled “Remember” present information that was 
previously discussed and that is pertinent in the current topic.

Reference: A reference note highlights one or more references that contain 
information on the current topic.

Caution: A paragraph labeled “Caution,” alerts you to be very careful 
about avoiding some action that could harm your equipment or data.

Disclaimer: A disclaimer indicates the possible limitations or 
ramifications of a topic.
MIPAV User’s Guide, Volume 2, Algorithms xxi
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1

MIPAV Algorithms Overview
Imaging is an essential component in many fields of medical research and 

clinical  practice. Biologists study cells and generate three-dimensional (3D) 
confocal microscopy datasets, virologists generate 3D reconstructions of 
viruses from micrographs, radiologists identify and quantify tumors from 
Magnetic Resonance Imaging (MRI) and Computerized Tomography (CT) 
scans, and neuroscientists detect regional metabolic brain activity from 
Positron Emission Tomography (PET) and functional MRI scans. Analysis 
of these diverse types of images requires sophisticated computerized 
quantification and visualization tools. Until recently, 3D visualization of 
images and quantitative analyses could only be performed using expensive 
UNIX workstations and customized software. Because of technological 
advancements, much of the today’s visualization and analysis can be 
performed on an inexpensive desktop computer equipped with the 
appropriate graphics hardware and software. The Medical Image 
Processing, Analysis, and Visualization (MIPAV) software application takes 
advantage of the recent technological advancements, while offering 
functionality specifically designed for the medical community.

MIPAV is an extensible image processing, analysis, and visualization 
software. Because MIPAV is Java-based, it can run on virtually any 
platform. It can also accommodate n-dimensional images in over 20 
different file formats, including DICOM, Analyze, TIFF, JPG, and RAW. 

MIPAV is designed to be both a software application and an application 
programming interface (API). As a software application, MIPAV provides 
MIPAV User’s Guide, Volume 2, Algorithms 1
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an easy-to-use graphical user interface (GUI) that allows researchers to 
extract quantitative information from various medical imaging modalities.

Understanding MIPAV capabilities

MIPAV provides ready-made, general-purpose tools that meet the majority 
of requirements of many researchers. Researchers can use these tools to 
perform a variety of tasks:

• View image files, juxtapose images, and adjust opacity level so that 
overlapping areas can be studied

• Create image files and view and modify the attributes of an image, 
including DICOM and volume of interest (VOI) information

• Adjust the display of an image file and adjust magnification settings

• View DICOM overlays and sanitize DICOM information and send and 
receive image files to and from databases residing on DICOM-
compliant servers (on computer or imaging device)

• Manually, semi-automatically, and automatically delineate or segment 
volumes of interest (VOI) and generate graphs and run statistics on 
VOIs

• Generate and adjust histograms and lookup tables (LUT) using 
customized or preset options

• Run sophisticated, predefined algorithms and generate a log of each 
algorithm run for each image

• Create new plug-ins to further customize the analysis of data

• Save transformation, look-up table (LUT), and VOI data and apply 
them to other images

• Print image files, graphs, statistical data, algorithmic logs, and 
debugging log data

Developing new tools using the API 

Researchers who have programming resources can use MIPAV as an 
application programming interface (API) to develop and incorporate new 
MIPAV User’s Guide, Volume 2, Algorithms 2
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and innovative image processing, registration, and visualizations. MIPAV 
provides researchers the ability to quickly build a specific program, which 
can be installed in MIPAV as a plug-in, to quantify and visualize their data. 

The API provides much flexibility while the software application provides a 
variety of commonly used features, thus allowing researchers to use MIPAV 
to meet a variety of research needs. 
MIPAV User’s Guide, Volume 2, Algorithms 3
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2 Using MIPAV Algorithms
MIPAV supports a wide range of image-processing algorithms to facilitate 
the quantification of data from medical images. Although MIPAV provides 
storage for all types of 3D volumes, most of the algorithms are designed for 
application to 3D datasets where all three dimensions are spatial. However, 
MIPAV’s storage techniques do not preclude developing algorithms or 
visualization for datasets of any dimensionality. 

Recording algorithms usage with the log feature

MIPAV provides a log mode that records the algorithms applied to an image. The 
log records the algorithms applied, the parameters entered, and whether the 
algorithm completed successfully. 

To turn on the log mode

1 Select Help > Program Options in the MIPAV window. The MIPAV 
Options dialog box opens.  

2 Make sure that the Log mode check box is selected. 

3 Click Apply. As algorithms are run on an image, the log trail appears in 
the Output window.

4 Click Close to close the MIPAV Options dialog box.
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To view the log

1 Go to the Output window.  

2 Click the Log tab. A sample log appears in Figure 2.

Figure 1.  MIPAV Options dialog box

Figure 2.  Log page in the Output window displaying a record of the 
algorithm run on the image
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Introducing MIPAV algorithms

Table 1 lists both the current and planned MIPAV algorithms. This table 
also explains what effect the algorithms have on images.

Table 1. MIPAV algorithms and their effects on images

Algorithm Effect Image types

Edge Detection: Zero X 
Laplacian

TBD TBD

Edge Detection Zero X 
Non-max Suppress

TBD TBD

Extract Surface: Adaptive 
Climbing

TBD TBD

Extract Surface: 
Tetrahedron

TBD TBD

Extract Brain Surface Extracts the surface of the brain 
from a T1-weighted MRI.

3D MRI images

Fast Fourier 
Transformation (FFT)

Processes images by filtering in 
the frequency domain.

• Gray-scale 2D and 3D 
images

• Conjugate, symmetric, and 
complex data (frequency 
filter or inverse FFT only)

Filters (Frequency) TBD TBD

Filters Spatial Adaptive 
Path Smooth

Filters (Spatial): Adaptive 
Noise Reduction

Reduces noise without blurring 
the edges.

• Color images
• Black-and-white images

Filters (Spatial): 
Anisotropic Diffusion

Blurs image except across 
boundaries.

Grayscale images

Filters (Spatial): Gaussian 
Blur

Blurs image. This algorithm 
produces a similar result as 
applying a low-pass or smoothing 
filter.

• All image data types except 
Complex

• 2D, 2.5D, 3D, and 4D images

Filters (Spatial): Gradient 
Magnitude

Generates a strong response at 
the edges of objects.

• All image data types except 
Complex

• 2D, 2.5D, 3D, and 4D images
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Filters (Spatial): Laplacian Detects edges in an image by 
identifying meaningful 
discontinuities in gray level or 
color.

• All image data types except 
Complex

• 2D, 2.5D, and 3D images

Filters (Spatial): Local 
Normalization

TBD TBD

Filters (Spatial): Mean Provides a simple way of 
reducing noise either in an entire 
image or in a delineated VOI in 
the image.

• All image data types except 
Complex

• 2D, 2.5D, and 3D images

Filters (Spatial): Median Removes shot noise by replacing 
a target pixel’s value with the 
median value of neighboring 
pixels.

• Gray-scale 2D, 2.5D, and 3D 
images

• Color 2D, 2.5D, and 3D 
images

Filters (Spatial): Nonlinear 
Noise Reduction

Reduces noise in an image while 
preserving both the underlying 
structure and the edges and 
corners.

Black-and-white 2D, 2.5D, and 
3D images

Filters (Spatial): 
Nonmaximum Suppression

Defines the edges of an image. • Black-and-white 2D, 2.5D, 
and 3D images

• Edge processing only 
applicable to black-and-white 
2D images

Filters (Spatial): Slice 
Averaging

Reduces image noise. • All image data types 
• All 2D, 2.5D, and 3D images

Filters (Spatial): Unsharp 
Mask

Produces a sharpened version of 
the image or a VOI of the image. 

• All image data types, except 
complex and RGB images 

• 2D, 2.5D, 3D, and 4D images

Filters (Wavelet): 
Thresholding

TBD TBD

Fuzzy C-Means: 
Multispectral

Performs both hard and soft 
segmentation on multiple images

• 2D and 3D datasets
• RGB datasets

Fuzzy C-Means: Single 
Channel

Performs both hard and soft 
segmentation on a single image

• 2D and 3D datasets
• RGB datasets

Histogram Equalization: 
Regional Adaptive

Enhances the contrast in an 
image

• Color images
• Black-and-white images
• Whole images, not VOIs

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types
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Histogram Equalization: 
Neighborhood Adaptive

Enhances the contrast in an 
image by reevaluating the gray-
scale, or intensity, value of each 
pixel based on a region of nearby 
pixels 

• Color image
• Black-and-white images

Image Calculator TBD TBD

Image Math TBD TBD

In homogeneity N3 
Correction

TBD TBD

Levelset TBD TBD

Mask Generates a mask, with a 
specified intensity, of the region 
inside or outside the contoured 
VOIs that are delineated on an 
image

2D, 2.5D, 3D, and 4D images, 
not RGB images

Microscopy: Colocalization 
Orthogonal Regression

Provides an automatic method of 
quantifying the amount of 
colocalization in images

Color and black-and-white 2D 
or 3D images

Microscopy: FRAP TBD TBD

Morphological: Dilate TBD TBD

Morphological: Erode TBD TBD

Morphological: Ultimate 
Erode

TBD TBD

Morphological: Open TBD TBD

Morphological: Close TBD TBD

Morphological: ID Objects TBD TBD

Morphological: Distance 
Map

TBD TBD

Morphological: Bg 
(Background) Distance 
Map

TBD TBD

Morphological: Delete 
Objects

TBD TBD

Morphological: Particle 
Analysis

TBD TBD

Morphological: Find Edges TBD TBD

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types
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Noise TBD TBD

Plot Surface TBD TBD

Principal Component TBD TBD

Quantify Using Mask TBD TBD

Randomize Slice Order TBD TBD

Registration: AFNI-Shear TBD TBD

Registration: AIR Linear TBD TBD

Registration: AIR Nonlinear TBD TBD

Registration: Optimized 
Automatic Registration

TBD TBD

Registration: Optimized 
Automatic Registration 
2.5D

TBD TBD

Registration: Time Series 
Optimized Automatic 
Registration

Registers individual 3D volumes 
within a 4D time series to a 
reference volume

Both 4D color and gray-scale 
images

Registration: Landmark—
Least Squares

Registers an image to the 
reference image by using 
corresponding points placed in 
both images

2D and 3D gray-scale and color 
images

Registration: Landmark—
TPSpline

Allows you to register two images 
in a nonlinear manner using the 
corresponding landmark points 
that you delineate in both of the 
images.

All 2D and 3D images

Registration: Manual 2D 
Series

Registers manually or 
semimanually two images by 
placing corresponding points on 
both images and then applying 
either the Landmark—Thin Plate 
Spline or Landmark—Least 
Squares algorithm

All 2D gray-scale and color 
images

Registration: Patient 
Position (DICOM)

TBD TBD

Registration: VOI 
Landmark

TBD TBD

Reslice—Isotropic Voxels Applies image resampling. All image data types except 
RGB and complex

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types
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Stereo Depth TBD TBD

Subtract VOI Background TBD TBD

Threshold TBD TBD

Transform TBD TBD

Transform Nonlinear TBD TBD

Watershed TBD TBD

Table 1. MIPAV algorithms and their effects on images (continued)

Algorithm Effect Image types
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Extract Brain Surface

This algorithm extracts the surface of the brain from a T1-weighted MRI, 
eliminating the areas outside of the brain. This algorithm is similar to the 
brain extraction tool developed at the Oxford Center for Functional 
Magnetic Resonance Imaging of the Brain. 

Background
The procedure used by this algorithm to extract the brain surface consists of 
four major steps:

• Step 1, Estimating image parameters

• Step 2, Selecting an initial closed mesh within the brain

• Step 3, Evolving a mesh in a surface tangent direction, in a surface 
normal direction, and in a vertex normal direction

• Step 4, Identifying the voxels inside and on the brain surface

STEP 1, ESTIMATING IMAGE PARAMETERS

A number of important parameters must be calculated from histograms 
composed of 1024 bins. These parameters are used to estimate the initial 
axes of the ellipsoid. As well as affect the evolution of an initial ellipsoid to 
the surface of the brain. Using an ellipsoid to initial surface as opposed to a 
sphere significantly improves the segmentation especially around the eyes 
and sinus cavities.

There are three such intensity values: 

• Minimum threshold: tmin = 0.5 background threshold

• Background threshold: tback = histogram index with the greatest count

• Median threshold: tmed = median pixel value with the initial ellipsoid 
that are greater than tback
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STEP 2, SELECTING AN INITIAL CLOSED MESH

MIPAV uses a different approach to constructing an initial mest (i.e., 
ellipsoid), which is used as the initial surface for approximating the brain 
surface. The final approximation to the brain surface lies near the CSF and 
scalp. The shape of the mesh at the top of the head is nearly the shape of the 
scalp.

As a way of identifying the scalp voxels that lie at the top of the head, this 
algorithm locates all the bright voxels using the threshold tbright. Voxels in 
the lower half of the head also show up due to fatty tissue, much of it at the 
base of the neck. Empirically, the number of bright voxels near the scalp at 
the top of the head appear to be noticeably smaller than those voxels in the 
bottom half of the head. This algorithm stores only those voxels that are 
near the scalp at the top of the head. The voxel locations are fit with an 
ellipsoid by means of a least squares algorithm for estimating the 
coefficients of the quadratic equation that represent the ellipsoid.

The ellipsoid obtained is reduced in scale by approximately half. The initial 
ellipsoids in all the test images evolved to reasonable brain surface 
approximations in a reasonable amount of time. Figure 1 shows the 
ellipsoid of intersection of the ellipsoid with the middle slice of the images.

Note: If it is unable to calculate the parameters to form an ellipsoid, MIPAV 
estimates a sphere instead to initialize the surface extraction process.
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The ellipsoid is topologically equivalent to a sphere centered at the origin 
and with unit radius. Therefore, the initial mesh that approximates an 
ellipsoid is constructed by tessellating this sphere and then by applying an 
affine transformation to map the sphere-mesh vertices to ellipsoid-mesh 
vertices. The tessellation is performed by starting with an octahedron 
inscribed in the sphere. The octahedron vertices are (±1, 0, 0), (0,±1, 0), 
and (0, 0,±1). There are initially 6 vertices, 12 edges, and 8 triangles. Each 
level of subdivision requires computing the midpoints of the edges and 
replacing each triangle by four subtriangles as shown in Figure 2.

Figure 1.  The initial ellipsoids intersected with the middle slices
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To avoid a lot of dynamic allocation of memory, it is possible to compute the 
total number of vertices, edges, and triangles that are required for the mesh 
given the number of subdivisions. Let V0, E0, and T0 be the current 
quantities of vertices, edges, and triangles. Each subdivide edge leads to a 
new vertex, so the new number of vertices is V1 = V0 + E0. Each triangle is 
replaced by four triangles, so the new number of triangles is T1 = 4T0. Each 
edge is split into two edges and each subdivided triangle creates three 
additional edges, so the new number of edges is 
E1 = 2E0 +3T0. These recurrence formulas are iterated over the desired 
number of subdivisions to compute the total objects required.

All edges are subdivided first. When each edge is subdivided, the index of 
the newly generated vertex must be stored for later use by triangle sharing 
the edge that is being subdivided. A hash map is used to store an edge as a 
pair of vertex indices as the key of the map. The value of the map is the 
index of the vertex that is generated as the midpoint. The triangles are then 
subdivided. The edges of the triangle are looked up in the hash map to find 
the indices of the three new vertices to be used by the subtriangles.

The subtriangles are stored as triples of vertex indices. After the triangles 
are subdivided, the original edges must all be discarded and replaced by the 
subdivided edges in the new mesh. These steps are repeated for all 
subdivision steps. Once the subdivided mesh is generated, we also need to 
know the vertices adjacent to a given vertex. This information is required to 
compute the average of the neighboring vertices. The mean length of all the 
edges of the mesh can be computed using the edge hash map as storage for 

Figure 2.  Subdivision of a triangle
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the edges, so after triangle division the edge hash map must exist 
throughout the mesh updates. Figure 3 shows a rendering of an initial 
ellipsoid, both solid and wireframe.

The median intensity threshold, tmed, is obtained by iterating over all the 
voxels with the image with intensity larger than tback and which are located 
inside the initial ellipsoid. The corresponding set of intensities is sorted and 
the middle value selected for the median intensity threshold.

STEP 3, EVOLUTION OF THE MESH

The first step is to compute the average edge length L of the edges in the 
mesh. This is easily done by iterating over the hash map of edges, looking up 
the vertices from the indices stored in each edge, calculating the edge 
length, accumulating the lengths, then dividing by the total number of 
edges.

Second, the vertex normals are needed for evolving the mesh in a direction 
normal to the surface. This is also easily done by iterating over the triangles. 
A running sum of non–unit triangle normals is maintained for each vertex. 
Once the sums are calculated, the vertex normals are normalized by an 
iteration over the array storing them.
Third, the surface tangents, normals, and curvatures must be computed. If 

 is a vertex, then  is the average of all the neighbors of . The 

neighbors are rapidly accessed by using the adjacency structure that keeps 
track of the array of indices of neighbors for each vertex, so the mean vertex 
is easily computed. The difference between vertex and mean is 

Figure 3.  An initial ellipsoid: (A) solid and (B) wireframe

V Vmean V
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. This vector is decomposed into a surface normal and surface 

tangential component. The normal component is in the direction of the 

vertex normal ,

The tangential component is

The estimate of surface curvature is chosen to be:

where L is the mean edge length of the mesh. The minimum and maximum 
curvatures are maintained as the various surface quantities are computed 

for all the vertices. These values are denoted min and max and are used to 

compute two parameters that are used in the update of the mesh in the 
surface normal direction,

Once all these values are computed, each vertex of the mesh is updated by

It is important to note that the BET: Brain Extraction Tool paper (refer to 

“Reference” on page 282) uses the notation  to denote the surface 

normal, usually a non-unit vector, and  to denote the normalized vector 

for . However, Equation (13) in the BET paper incorrectly lists the last 

term in the update equation to use  when in fact it should be . Both 

vectors are parallel, but not necessarily pointing in the same direction. The 
discussion about Equation (8) in the BET paper makes it appear that the 
vector should be the vertex normal, not the surface normal. In any case, 

MIPAV uses .

The  allows the mesh to move a little bit in the tangential direction to 

“align” the vertices with the desired goal of being located at the mean 
vertices. This allows the mesh to shift about somewhat.

The  is a smoothing term. The coefficient  represents a stiffness of 
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the mesh against motion in the surface normal direction. The formula for  

in the BET paper is 

where  is the estimate of surface curvature at the vertex. This formula 

made the surface too stiff and unable to expand to a good approximation of 
the brain surface. So the formula was modified to add a stiffness parameter, 

, with a default value of 0.1 and use.

Moreover,  is allowed to increase over time, then decrease later, to 

properly evolve the surface. 

The  term controls the surface evolution based on the MRI data. The 

algorithm is almost exactly the formula described in the BET paper. A ray 
pointing inside the surface is sampled to a certain maximum depth and the 
sampled intensities are used to construct a minimum Imin and a maximum 
Imax. The coefficient for the update is then 

where

L is the mean edge length

bt is what the BET paper calls the brain selection term (value chosen to be 1/2)

tmin is the minimum intensity threshold calculated during histogram analysis

Figure 4 shows a rendering of a brain surface extracted using the methods 
discussed in this section.
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STEP 4, SELECTING BRAIN VOXELS

This algorithm selects in two phases those voxels that are inside or on the 
triangle mesh that represents the surface of the brain. The first phase makes 
a pass over the triangles in the mesh. Each triangle is rasterized in the 3D 
voxel grid. The rasterization is done three times in the coordinate 
directions. The idea for a given direction is to cast rays in that direction and 
find voxels that are approximately on or near the triangle. The final result of 
all the rasterization is a surface that is a few voxels thick. More important is 
that it is a closed surface.

The end result is a ternary 3D image whose voxels are 0 for background, 1 
for surface, and 2 for interior. The distinction between the surface and 
interior voxels allows an application to color the surface voxels in image 
slices to see how accurate the segmentation is. Figure 5 shows a few slices of 
the original MRI with the brain voxels colored.

Figure 4.  Two views of a brain surface mesh
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IMAGE TYPES

You can apply this algorithm only to 3D MRI images.

SPECIAL NOTES

You can save the triangle mesh in the sur format that the level surface 
viewer supports. This allows you to render the extracted surface. The code 
also gives you access to the ternary mask image to do with as you please.

REFERENCE

Refer to the following reference for more information about this algorithm:

Figure 5.  MRI slices with colored brain voxels
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Smith, Stephen. BET: Brain Extraction Tool. FMRIB Technical Report TR00SMS2, Oxford Center 
for Functional Magnetic Resonance Imaging of the Brain, Department of Clinical Neurology, Oxford 
University, Oxford, England.

Applying the Extract Brain Surface algorithm
To use this algorithm, do the following:

1 Select Algorithms > Extract Brain Surface. The Extract Brain Surface 
dialog box opens (Figure 6).

2 Complete the information in the dialog box.

3 Click OK. The algorithm begins to run, and a progress bar appears with 
the status. When the algorithm finishes running, the progress bar 
disappears, and the results replace the original image.

Axial image 
orientation

Specifies that the image is in the axial orientation.

Estimate initial 
boundary using a 
sphere

Uses a sphere shape instead of an ellipse for estimating the initial 
boundary.

Display initial 
ellipsoid result

Displays the ellipsoid sphere to be used in extracting the brain. This option 
allows you to verify that the initial ellipsoid sphere correctly covers the area 
in the image where the brain is located.

Second stage edge 
errosion

Performs errosion process at the edge of the brain to remove nonbrain 
voxels. When you select this check box, the Erode at percent above median 
text box is enabled.

Figure 6.  Extract Brain dialog box
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Iterations Specifies the number of times to run the algorithm when evolving the 
ellipsoid into the brain surface. The default is 1000.

Depth Specifies the maximum depth inside the surface of the brain to use in 
sampling intensities. The default value is 5.

Image influence Controls the surface evolution by sampling to the specified depth to 
calculate the maximum and minimum intensities. The default value is 0.10.

Stiffness Controls the stiffness of the mesh against motion in the surface normal 
direction. The default value is 0.15.

Erode at percent 
above median

Removes voxels (nonbrain material) that are at the edge of the 
segmentation and that have an intensity above the percent of the median 
voxel intensity of the brain. Type the appropriate percentage in this text 
box. 

Note: This text box is enabled when you select Second stage edge errosion.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this 
dialog box.

Help Displays online help for this dialog box.

Figure 6.  Extract Brain dialog box (continued)
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Fast Fourier Transformation (FFT)

There are two main approaches to filtering an image. The first is the 
convolution of an image and kernel in the spatial domain. The second is the 
multiplication of an image's fourier transform with a filter in the frequency 
domain. The fast fourier transformation (FFT) algorithm, which is an 
example of the second approach, is used to obtain a frequency-filtered 
version of an image. Processing images by filtering in the frequency domain 
is a three-step process:

1 Perform a forward fast fourier transform to convert a spatial image to its 
complex fourier transform image. The complex image shows the 
magnitude frequency components. It does not display phase 
information.

2 Enhance selected frequency components of the image and attenuate 
other frequency components of the image by multiplying by a low-pass, 
high-pass, band-pass, or band-stop filter. 

In MIPAV, you can construct frequency filters using one of three 
methods: finite impulse response filters constructed with Hamming 
windows, Gaussian filters, and Butterworth filters. However, for the 
Gaussian filters, only low-pass and high-pass filters are available.

3 Perform an inverse fast fourier transform to reconvert the image from 
the frequency domain to the spatial domain.

You can also use Algorithms > Filters (frequency) to obtain a frequency-
filtered version of an image in a single step. A contrast of the FFT and Filter 
(frequency) commands on the Algorithms menu is helpful in determining 
which one to select.

Use . . . To . . .

Algorithms > Filters 
(frequency)

Obtain a frequency-filtered version of an image 
in a single step. All three steps in the process 
are performed internally and only the resultant 
filtered image is displayed.

Algorithms > FFT Produce pictures of the fourier transform of the 
image and the filtered fourier transform of the 
image.
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Background
Since all dimensions of an n-dimensional dataset must be powers of 2, 
datasets with arbitrary dimensions are zero padded to powers of 2 before 
applying the fast fourier transform and stripped down to the original 
dimensions after applying the inverse fast fourier transform.

If real source data is used, then the output obtained after the final inverse 
fourier transform step is purely real, no matter what filter construction 
method is used. Any non-zero imaginary part present after the inverse fast 
fourier transform is due to Randolph error. Hence, the imaginary part is 
discarded and only the real part is imported into the final image. Figure 1 
shows the application of the FFT algorithm to a 2D image.

In MIPAV, frequency filters may be constructed using one of three methods: 
finite impulse response filters constructed with Hamming windows, 
Gaussian filters, and Butterworth filters. You select the method when you 
enter the parameters for the algorithm.

Figure 1.  FFT algorithm processing
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FINITE IMPULSE RESPONSE (FIR) FILTERS 
WITH HAMMING WINDOWS

If you use FIR filters with Hamming windows, an ideal filter kernel is 
constructed in the spatial domain. A Hamming window kernel is also 
constructed in the spatial domain. Then, the ideal filter kernel and the 
Hamming window kernel are multiplied together in the spatial domain. The 
resultant kernel is a circle or odd diameter sphere with its center at (kernel 
diameter - 1)/2 in every dimension. The kernel is zero padded up to the 
same dimensions as the original image data. 

The two fourier transforms (image and filter) are multiplied, and the 
inverse fourier transform is obtained. The result is a filtered version of the 
original image shifted by (kernel diameter - 1)/2 toward the end of each 
dimension. The data is shifted back by (kernel diameter - 1)/2 to the start of 
each dimension before the image is stripped to the original dimensions.

In every dimension the length of the resulting fourier image must be greater 
than or equal to the length of non-zero image data + kernel diameter - 1 so 
that aliasing does not occur. In aliasing, higher frequency components 
incorrectly shift to lower frequencies. Thus, if the image is not cropped, each 
frequency space dimension must be greater than or equal to the minimum 
power of two that equals or exceeds the original dimension size + kernel 
diameter 1. If cropping is selected, the fourier image is only increased to the 
minimum power of 2 that equals or exceeds the original dimension size 
rather than the minimum power 2 that equals or exceeds the original 
dimension size + kernel diameter - 1. With cropping, a band of pixels at the 
boundaries of the image is set equal to 0. A power of 2 increase in 
dimension length is avoided at the cost of losing edge pixels.

The following formula defines the discrete-space fourier transform pair:

X ω1 ω2( , ) x n1 n2( , )e
jω1– n1

e
j– ω2n2

n2 ∞–=

∞

∑
n1 ∞–=

∞

∑=

x n1 n2( , ) 1

2π( )
2

--------------- X
ω2 π–=
π
∫ ω1 ω2( , )e

j– ω1n2
e

j– ω2n2
ω1d ω2d

ω1 π–=
π
∫=
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While centering is invoked in FFT to provide a clearer display, centering is 
not used in frequency filter where no fourier images are produced.

GAUSSIAN AND BUTTERWORTH FILTERS

In the frequency filtering step, both the real and imaginary parts of the 
fourier transform are scaled by the same formula, which depends only on 
the distance from the center of image. 

The FIR filter must create two fourier transforms: one for the original image 
and one for the kernel. The Butterworth and Gaussian filters only need to 
create one fourier transform for the image since frequency scaling is done 
with a formula. Therefore, the FIR filter uses about twice as much memory 
as the Gaussian or Butterworth filters.

Centering is needed for the Gaussian and Butterworth filters since the 
scaling formulas are based on frequency magnitude increasing from the 
center of the image.

Butterworth 2D and 3D filters

The following are the formulas for the Butterworth 2D and 3D filters, 
respectively.

The real data is the product of the real data and the coefficient. The 
imaginary data is the product of the imaginary data and the coefficient.

Butterworth low-pass, high-pass, band-pass, and 
band-stop filters

The following are the equations for the Butterworth low-pass, high-pass, 
band-pass, and band-stop filters.

distsq x xcenter–( )
2

xcenter( )
2

y ycenter–( )
2

ycenter( )
2

⁄+⁄=

distsq x xcenter–( )
2

xcenter
2

( ) y ycenter–( )
2

ycenter( )
2

z zcenter–( )
2

zcenter( )
2

⁄

+⁄+⁄=
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Butterworth low-pass filter

High-pass filter

Band-pass filter

Band-stop filter

Gaussian low- and high-pass filters

The following equations are for the Gaussian low- and high-pass filters.

coefficient 1.0

1.0
distsq

f1( )
2

-----------------
⎝ ⎠
⎜ ⎟
⎛ ⎞butterworthorder

+
⎝ ⎠
⎜ ⎟
⎛ ⎞
------------------------------------------------------------------------------------------------=

coefficient 1.0

1.0
f1( )

2

distsq
-----------------
⎝ ⎠
⎜ ⎟
⎛ ⎞

+
⎝ ⎠
⎜ ⎟
⎛ ⎞

butterworthorder
------------------------------------------------------------------------------------------------=

width f2 f1 centersq f1 f2⋅=,–=

num distsq centersq–( )
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( )
------------------------------------------------------------------------------------------------------------------------------------------------=
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Gaussian low-pass (2D) filter

Gaussian low-pass (3D) filter

Note: The routine bessj1 for determining a bessel function of the first kind and 
first order is taken from “Numerical Recipes in C.”

IMAGE TYPES 

You cannot apply a forward FFT to complex data. However, you can apply 
the frequency filter or perform an inverse FFT on conjugate, symmetric, and 
complex data. You cannot apply this algorithm to Alpha Red Green Blue 
(ARGB) datasets, but you can apply it to other gray-scale 2D and 3D images.

SPECIAL NOTES

By default, the resultant image is a float-type image. Intermediate fourier 
transform images and filtered fourier transform images obtained in FFT are 
complex images.

coeffientforgaussianhighpass 1 gaussianlowpass–=

fficient e
x xcenter–( )2 2f

2
xcenter

2( )⁄–
e

y ycenter–( )– 2
2f1

2
ycenter

2( )⁄

zcenter– )
2

2f1
2

zcenter
2

( )⁄

⋅=
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Refer to the following references for more information about this algorithm:
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1983), pp. 243–258.

Raphael C. Gonzalez and Richard E. Woods. Digital Image Processing (Boston: Addison-Wesley, 
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William H. Press, Brian P. Flannery, Saul A. Teukolsky, and William T. Vetterling, "Numerical 
Recipes in C," The Art of Scientific Computing, Second Edition (Cambridge, Massachusetts: 
Cambridge University Press, p. 1993), pp. 233,  521–525.

Applying the FFT algorithm
Generally, when an image is filtered in the frequency domain, you use the 
following three-step process:

1 Apply Forward FFT. In this first step, the spatial image is converted to a 
complex fourier transform image. 

2 Apply Frequency Filter: Next, you can enhance and attenuate selected 
frequency components by multiplying the fourier transform image by 
the low-pass, high-pass, band-pass, or band-stop filters.

3 Apply Inverse FFT: Finally, you can perform an inverse fast fourier 
transform to reconvert the image to the spatial domain.

You can use the FFT algorithm to perform one or all of these steps.
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STEP 1: CONVERTING DATASET FROM 
SPATIAL TO FOURIER DOMAIN USING THE 
FORWARD FFT COMMAND

To convert the dataset from the spatial to fourier domain, complete the 
following steps:

1 In the Default Image window, open a dataset that is displayed in the 
spatial domain. 

2 In the MIPAV window, select Algorithm > FFT. The FFT dialog box 
opens (Figure 2).

3 Select the destination. 

4 By default, the forward FFT is selected. (The frequency filter and inverse 
FFT methods cannot be applied to real spatial datasets.)

5 Select the filter construction method. If you select the Butterworth filter, 
enter the order.

• FIR: Click Windowed finite impulse response. Enter the kernel 
diameter, which must be an odd number that is greater than or 
equal to 3. To save memory at the expense of zeroing edge pixels, 
select or clear image cropping.

• Gaussian: Click Gaussian filter.

• Butterworth: Click Butterworth filter, and then enter the order of 
the Butterworth filter.

6 Having selected the filter construction method, you can choose to apply 
the following options: 

• If you select Display log magnitude, the log10 [1 + square root (real 
part**2 + imaginary part**2)] is shown. If the Display log 
magnitude is clear, square root (real part**2 + imaginary part**2) is 
shown. 

• If your image has unequal dimensions, you can select Allow unequal 
FFT dimensions to allow unequal FFT dimensions. If you want the 
FFT to equalize the dimensions to produce a symmetrical image, 
clear the check box.  

• If you selected the FIR filter, you can crop the image to save 
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memory. Enter an odd number for the convolution kernel diameter. 
The number must be odd so there is symmetry around a center 
point.

7 Click OK to perform the forward FFT. MIPAV applies the FFT 
algorithm. When complete, the fourier transform of the image appears.

STEP 2: ENHANCING AND ATTENUATING 
FREQUENCY COMPONENTS USING FREQUENCY 
FILTER 

To apply the frequency option to enhance and attenuate frequency 
components, complete the following steps:

1 Select the fourier transform of a spatial image. The image appears in a 
default image window. 

2 In the MIPAV window, select Algorithms > FFT. The FFT dialog box 
(Figure 2) opens. 

3 Select the destination.

4 Select Frequency Filter.  

5 Click, if desired, the check box to display the log magnitude. 

6 Select one of the following filter specifications:

• Lowpass: Type the value of the frequency. The value must be 
greater than 0.0, but less than or equal to 1.0. where 0.0 is the zero 
frequency and 1.0 is the absolute value of the frequency at the end of 
a centered fourier dimension.

• Highpass: Enter the value of the frequency. The value must be 
greater than 0.0, but less than or equal to 1.0. 0.0 is the zero 
frequency, 1.0 is the absolute value of the frequency at the end of a 
centered fourier dimension.

• Bandpass: Type the values of the frequencies F1 and F2, with F2 
greater than F1. The value must be greater than 0.0, but less than or 
equal to 1.0 where 0.0 is the zero frequency and 1.0 is the absolute 
value of the frequency at the end of a centered fourier dimension.

• Bandstop: Enter the values of the frequencies F1 and F2, with F2 
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greater than F1. The value must be greater than 0.0, but less than or 
equal to 1.0 where 0.0 is the zero frequency and 1.0 is the absolute 
value of the frequency at the end of a centered fourier dimension.

7 When complete, click OK. MIPAV applies the FFT algorithm. When 
complete, the fourier transform of the image appears.

Process each 
slice 
independently 
(2.5D)

Filters each slice of the 
dataset independently of 
adjacent slices.

Display log 
magnitude

Displays 1 plus the 
magnitude of the FFT.

Allow unequal 
FFT dimensions

Allows the image to have 
unequal dimensions. If this 
option is not selected, FFT 
makes the dimensions 
equal, which may result in 
more memory usage during 
processing.

Windowed 
finite impulse 
response

Constructs an ideal filter 
kernel and a Hamming 
window kernel in the spatial 
domain and multiplies them. 
The resultant kernel is a 
circle or sphere of odd 
diameter with its center at 
(kernel diameter -1)/2 in 
every dimension.

Crop image to 
save memory

Saves memory by assigning 
the edge pixels of the image 
a value of zero.

Convolution 
kernel 
diameter-odd

Limits the diameter of the 
convolution kernel to the 
size that you specify. 

Gaussian filter Applies the Gaussian filter to the image. The Gaussian filters only low-pass and 
high-pass filters are available.

Butterworth 
filter

Applies the Butterworth filter, which has a maximally flat response in its 
passband. The passband is the range of frequencies that pass with a minimum 
of attenuation through an electronic filter.

Figure 2.  FFT dialog box 
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OPTIONAL STEP: ATTENUATING FREQUENCY 
COMPONENTS USING THE PAINT TOOL 

With the Paint tool you can attenuate frequency components to values 
whose magnitude is 1,000 times the minimum floating point value. The 
values are not simply attenuated to zero because this would result in the 
phase information being lost and cause phase discontinuities in the image. 
Frequency components whose magnitudes are less than or equal to 1,000 
times the minimum floating point value are unaffected by the paint tool. To 
do this, complete the following steps:

1 Display the paint toolbar if it is not already visible. To do this, in the 
MIPAV window, select Toolsbar > Paint toolbar. The paint toolbar 
appears.

2 Select  Paint Brush to select the paint brush.

Order Displays the order of the Butterworth filter.

New image Places the result of the algorithm in a new image window.

Replace image Replaces the current active image with the results of the algorithm.

Forward FFT Converts spatial image to a complex fourier transform image.

Frequency filter Enhances or attenuates selected frequency components by multiplying the 
fourier transform image by the low-pass, high-pass, band-pass, or band-stop 
filters.

Lowpass Suppresses frequencies above a specified threshold. Frequencies below the 
threshold are transmitted.

Highpass Suppresses frequencies below a specified threshold. Frequencies above the 
threshold are transmitted.

Bandpass Suppresses all frequencies except those in a specified band.

Bandstop Suppresses a band of frequencies from being transmitted through the filter. 
Frequencies above and below the band are transmitted.

OK Applies the FFT algorithm according to the specifications in this dialog box. 

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box.

Help Displays online help for this dialog box.

Figure 2.  FFT dialog box  (continued)
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3 Select the size of the paint brush tip. Choose one of the following:

•  Small Tip—To select a tip that is one pixel in size. 

•  Medium Tip—To select a tip that is 16 pixels (4 x 4 square) in 
size.

•  Large Tip—To select a tip that is 100 pixels (10 x 10 square) in 
size.  As you draw, you can select one pixel at a time or drag to draw 
paint strokes on the image.

As you draw, you can select one pixel at a time or drag to draw paint 
strokes on the image.

Note: In painting complex images, the complex image is assumed to have been 
generated from real data. x(n1,n2) real <- > X(k1,k2) = X*(-k1,-k2) for 2D and 
x(n1,n2,n3) real <-> X(k1,k2,k3) = X*(-k1,-k2,-k3). Thus, real data yields a 
conjugate symmetric fourier transform. Therefore, when one pixel is painted in a 
complex image, its conjugate symmetric pixel is also painted. As you draw in 2D, 
the paint also appears on the opposite side of the image. As you draw in 3D, the 
paint also appears on the opposite side of the image on another slice. This 
mirroring technique ensures that, when the inverse fourier transform is applied 
to the frequency image, the spatial image that results is purely real.

4 When finished, to return to normal mode, click  Normal Mode.

5 You can erase the paint from the image's paint layer by completing the 
following steps. You can either erase all paint from the image or erase 
paint from a specific conjugate symmetric area. 

To erase all paint in the image, click  Global Erase.

To erase space from a specific area, complete the following steps:

• Click Erase.

• Select the size of the eraser tip. Click   Small Tip to select a tip 

that is 1  pixel in size. Click  Medium Tip to select a tip that is 16 

pixels (4 x 4 square) in size. Click  Large Tip to select a tip that is 
100 pixels (10 x 10 square) in size.

• Use the mouse to begin erasing. You can select one pixel at a time or 
drag the mouse. If desired, use the magnification buttons to magnify 
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the image.

• When finished, to return to normal mode, click  Normal Mode. 

6 Click Commit to commit the changes (copy them permanently to an 
image). 

STEP 3: RECONVERTING THE IMAGE TO THE 
SPATIAL DOMAIN

To reconvert the image to the spatial domain, complete the following steps:

1 Select the fourier transform of a spatial image. The image appears in a 
default image window. 

2 In the MIPAV window, select Algorithms > FFT. The FFT dialog box  
(Figure 2) opens. 

3 Select the destination.

4 Select Inverse FFT. 

5 If desired, click Display log magnitude. 

6 Click OK. When complete processing is complete, the image appears in 
the spatial domain.
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Filters (Spatial): Adaptive Path Smooth

By replacing a pixel value with a weighted sum of the local pixels on the low-
cost path, this algorithm reduces noise without blurring edges. It 
determines the weighted sum by following the path from the lowest-cost 
pixel at the edge of a local neighborhood back to the original pixel.

Background
MIPAV uses a modified port of image noise removal software by Karlis 
Freivalds  for this algorithm. Freivalds’ program starts by transforming 
RGB color space into YCrCb color space. After filtering is complete, the 
program then transforms the YCrCb color space back into RGB color space. 
Hence, all of the color operations occur in YCrCb space.

“Frequently Asked Questions about Color” by Charles Poynton reveals that 
the RGB-to-YCrCb and YCrCb-to-RGB conversion equations used in 
Freivalds’ program differ significantly from the standard ones. Grayscale 
images are not transformed into another space.

In the original program as ported in the Adaptive Noise Reduction 

algorithm, the weighted sum was applied to all pixels in the ( ) by 

( ) local square where range = (int)(radius + 0.999). The 

program finds the lowest-cost pixel at the edge of the ( ) by 

( ) local neighborhood. That pixel and the pixels along the low-

cost path back to the original center pixel are the only pixels used in the 
weighted sum.

First, the program creates an edge graph or pixel neighbor graph. The 2D 
edge graph is an array of arrays with the first array having a length equal to 
the number of pixels in the image and the second array having eight edge 
weights. The eight edge weights are calculated from the intensity differences 
between the center pixel and one of the eight neighboring pixels. 

In 2D and 2.5D images, the edge graph encompasses the entire image. In 
3D with 26 nearest neighbors, an edge graph of size 

2 range× 1+

2 range× 1+

2 range× 1+

2 range× 1+

2 range× 1+( ) 2 range× 1+( ) 2 range× 1+( ) 26×××
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is separately created for every voxel in the image to conserve memory.
For color images:

where

EW = edge weight

dY, dR, and dB = Y, Cr, and Cb differences 

wY, wR, and wB = Y, Cr, and Cb weights derived from the Y, Cr, and Cb 
radiuses 

A bigger relative radius results in a smaller weight for radiuses >= 0.1, 
which should typically be the case. For grayscale images, edge weights are 
simply the absolute values of the differences between two pixels.

After the edge graph is created, the Y, Cr, and Cb spaces are separately 
filtered. The filter uses the selected pixel as the center of a square with sides 

of . 

The function enhancePixel returns the filtered pixel value at every pixel in 
the image. If neighboring pixels are connected to the center pixel via a low-
cost path, queue elements corresponding to these neighboring pixels are 
added to the priority queue. If no queue element is retrieved from the 
queue, then the original pixel value is passed unchanged. If elements are 
retrieved from the queue, then those Y, Cr, or Cb pixel values that retrieved 
queue elements in the path from the low-cost edge pixel to the center pixel 
are put into a weighted sum. The weight, derived from the distMap array, is 
simply the Gaussian function of the distance from the center pixel.

EW dy wy×( )2 dr wr×( )2 dB wB×( )2+ +=

length 2 range 1+×=
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Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Adaptive Path Smooth
Each queue element has a value, a key, and an origin as indicated in the 
following:

• value = the location within the local ( )*( ) local 

square

• key = sum of the edge graph values on the low-cost path from the 
center pixel to the selected pixel

• origin = the value of the queue element that provides the neighboring 
pixel on the low-cost path back to the center pixel with the center pixel 
origin = -1

A key is only added to the queue if an edge weight is less than threshold. 

The priority queue is implemented as a binary heap and the binary heap is 
implemented as an array. A binary heap is a “nearly full” binary tree (only 
the bottom level may not be complete). This binary heap has the property 
that, for every node other than a leaf, its key value is less than or equal to 
that of its children. In a binary heap, the item of highest priority is always at 
the root of the tree or at node 0. When the highest priority item at the root is 
removed, the item of highest priority among the remainder moves into the 

root position. The children of node i are at  and . The parent 

of node i is at .

2 range× 1+ 2 range× 1+

2 i 1+× 2 i 2+×

int( ) i 1–( )
2

---------------
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On the Adaptive Path Smooth dialog box for color images, you can 
separately adjust the filter radius for each Y, Cr, and Cb channel for color 
images. On the Adaptive Path Smooth dialog box for grayscale images, you 
can only adjust a single radius. 

Tip: A larger radius removes more noise from the image but loses more detail 
from the image.

You can also adjust the threshold for both color and grayscale images. 
Again, larger values preserve more edges but sacrifice smoothness in low-
contrast areas. In addition, banding may appear for very large values.

For color images only, there is an option to filter Cr and Cb at halved 
dimensions. If this option is selected, the Cr and Cb spaces are shrunk by a 
factor of 2, an edge table is generated for the shrunken space, the filtering is 
performed, and the filtered Cr and Cb spaces are expanded back up to their 

Figure 1.  Example of adaptive path smooth processing
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original dimensions. The algorithm runs faster, but the image loses detail.

On both dialog boxes, if you choose New image, MIPAV then places the 
resulting image in a new image window. Selecting the Replace image option 
causes MIPAV to place the changed image in the same window.

IMAGE TYPES

You can apply this algorithm to both color and grayscale 2D and 3D images.

SPECIAL NOTES

None.

REFERENCE

Refer to the following references for more information about this algorithm:

Image noise removal filter software by Karlis Freivalds at http://www.gradetools.com/karlisf

Frequently Asked Questions About Color by Charles Poynton at http://www.poynton.com/
colorFAQ.html. 

Applying the Adaptive Path Smooth algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Select Algorithms > Filter(spatial) > Adaptive path smooth. 

Depending on whether the image is grayscale or color, the Adaptive 
Path Smooth dialog box for grayscale images (Figure 2) or the Adaptive 
Path Smooth dialog box for color images opens. If the image is 3D, a 
check box to process each slice independently appears (Figure 3).

3 Complete the information in the dialog box.

4 Click OK.
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The algorithm begins to run, and a progress bar appears with the status. 
When the algorithm finishes running, the progress bar disappears, and 
the results appear either in a new window or they replace the original 
source image.

Radius The local square used is 
approximately (2 x Radius + 1) 
times (2 x Radius + 1) in size. As the 
radius increases the algorithm 
removes more noise but loses more 
details from the image. 

The default value is 2.0. 

Threshold Larger values preserve more edges 
but sacrifice smoothness in low-
contrast areas. For very large values, 
banding may appear. 

The default value is 0.1 x (image 
maximum - image minimum).

Include 
neighbors of 
low cost path

Adds nearest neighbors of path pixels to the queue if they differ from the path 
pixels by less than threshold. However, the nearest neighbor weight is only half 
that of a path pixel. The default value is not selected.

Process each 
slice 
independently

Filters each slice of the dataset independently of adjacent slices. The default 
value is not selected. (This check box only appears for 3D images.)

New image Shows the results of the algorithm in a new image window (default choice).

Replace image Replaces the current active image with the new image produced by the algorithm.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes this dialog 
box.

Help Displays online help for this dialog box.

Figure 2.  Adaptive Path Smooth dialog box for grayscale images
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Y radius The local square used for Y space is 
approximately (2 x YRadius + 1) 
times (2 x YRadius + 1) in size. As 
the radius increases the algorithm 
removes more noise but loses more 
details from the image. The default 
value is 2.0.

Cr radius The local square used for Cr space 
filtering is approximately (2 x CrR + 
1) x (2 x CrR + 1) in size. As the 
radius increases, the algorithm 
removes more noise but loses more 
details from the image. The default 
value is 4.0.

Cb radius The local square used for Cb space 
filtering is approximately (2 x CbR + 
1) x (2 x CbR + 1) in size. As the 
radius increases, the algorithm 
removes more noise but loses more 
detail from the image. The default 
value is 5.0.

Threshold Larger values preserve more edges but sacrifice smoothness in low-contrast 
areas. For very large values, banding may appear. The default value is 0.1 x (max 
(red max, green max, blue max) - min(red min, green min, blue min)).

Include 
neighbors of 
low cost path

Adds nearest neighbors of path pixels to the queue if they differ from the path 
pixels by less than threshold. However, the nearest neighbor weight is only half 
that of a path pixel. The default value is not selected.

Filter Cr and 
Cb at halved 
dimensions

When this option is selected, the algorithm runs faster but loses some detail. The 
default value is not selected. 

Process each 
slide 
independently

Filters each slice of the dataset independently of adjacent slices. The default value 
is not selected. (This check box only appears for 3D images.)

New image Shows the results of the algorithm in a new image window (default choice).

Replace 
image

Replaces the current active image with the new image produced by the algorithm.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes this dialog 
box.

Help Displays online help for this dialog box.

Figure 3.  Adaptive Path Smooth dialog box for 3D color images
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Filters (Spatial): Adaptive Noise Reduction

This algorithm reduces noise without blurring the edges by replacing a pixel 
value with a weighted sum of all local pixels reached by following a path 
with small pixel intensity values between neighboring pixels.

Background
The Adaptive Noise Reduction algorithm is a port to Adaptive Noise 
Removal Filter, a software program. This program first transforms RGB 
color space into YCrCb color space. When the filtering is complete, it then 
transforms the YCrCb color space into RGB color space. Hence, all of the 
color operations occur in YCrCb space. However, the program does not 
transform black-and-white images into another space. 

In “Frequently Asked Questions About Color,” Charles Poynton reveals that 
the RGB-to-YCrCb and YCrCb-to-RGB conversion equations used in 
Adaptive Noise Removal Filter differ significantly from standard ones. First, 
the program creates an edge graph or pixel neighbor graph using a weakly 
median-filtered version of the YCrCb space. A weakly median-filter version 
means that median filtering only occurs if the pixel is not on an edge in Y, 
Cr, or Cb space. The edge graph is an array of arrays with the first array 
having a length equal to the number of pixels in the image and the second 
array having eight edge weights. The eight edge weights are calculated from 
the intensity differences between the center pixel and one of the eight 
neighboring pixels:

where E is the edge weight; dY, dR, and dB are the Y, Cr, and Cb differences; 
and wY, wR, and wB are the Y, Cr, and Cb weights derived from the Y, Cr, 
and Cb radiuses. A bigger relative radius results in a smaller weight for 
radiuses >= 0.1, which is typically the case.

After the edge graph is created, the program filters the Y, Cr, and Cb spaces 
separately. It uses the selected pixel as the center of a square with  L = 2R + 
1 where L = sides of length, R = range, and range = (int)(radius + 0.999).

The enhancePixel function returns the filtered pixel value at every pixel in 
the image. If neighboring pixels are connected to the center pixel via a low-

E dYwY( )
2

dRwR( )
2

dBwB( )
2+ +( )=
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cost path, queue elements corresponding to these neighboring pixels are 
added to the priority queue. If no queue element is retrieved from the 
queue, then the original pixel value is passed unchanged. If elements are 
retrieved from the queue, then those Y, Cr, or Cb pixel values that retrieved 
queue elements are put into a weighted sum. The weight is derived from an 
index into the filter array given by the queue element key times the 
invFilterLen. The filter array is generated with a Gaussian function.

Each queue element has a value, a baseKey, and a key. The value gives the 

location within the local  local square where R = range. The 
baseKey has a sum of the edgeGraph values over the low-cost path from the 
center pixel to the selected pixel, and key is equal to the sum of baseKey and 
the distMap value for the selected pixel. The distMap value at a given 
position inside the local square is equal to the edge preservation strength 
times the distance from the center pixel. A key is only added to the queue if 
key < maxDistance:

where M = maxDistance, Rd = radius, and S = edge preservation strength.

The priority queue is implemented as a binary heap and the binary heap is 
implemented as an array. A binary heap is a nearly full binary tree (only the 
bottom level may not be complete). This binary heap has the property that 
for every node other than a leaf, its key value is less than or equal to that of 
its children. In a binary heap the item of highest priority is always at the 
root of the tree or at node 0. When the highest priority item at the root is 
removed, the item of highest priority among the remainder moves into the 

root position. The children of node i are at  and . The parent of 

node i is at .

The filter radius can be separately adjusted for each Y, Cr, and Cb channel 
for color images. For black-and-white images only, the Y filter radius can be 
adjusted. A larger radius removes more noise but loses more detail.

2R 1+( ) 2R 1+( )

M int( ) Rd S 512+( )( )=

2i 1+ 2i 2+

int( ) i 1–
2

----------⎝ ⎠
⎛ ⎞
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The edge preservation strength can be adjusted. Larger values preserve 
more edges but sacrifice smoothness in low-contrast areas. Very large 
values may cause banding. 

To speed the filtering on color images, you can select the Filter Cr and Cb at 
halved dimensions check box. When run, the algorithm shrinks the Cr and 
Cb spaces by a factor of 2, generates an edge table for the shrunken space, 
filters the image, and then expands the filtered Cr and Cb spaces to their 
original dimensions. Although the algorithm runs faster, it also loses some 
details.

The New image option causes MIPAV to place the resulting image in a new 
image window. The Replace image option causes MIPAV to place the 
changed image in the same window.

IMAGE TYPES

You can apply this algorithm to both color and black-and-white 2D images.

SPECIAL NOTES

None.

Figure 1.  Adaptive Noise Reduction processing
MIPAV User’s Guide, Volume 2, Algorithms 65

5/28/04 



M   I   P   A   V
M e d i c a l   I m a g e   P r o c e s s i n g, A n a l y s i s,   &   V i s u a l i z a t i o n

Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Adaptive Noise Reduction
REFERENCES

Refer to the following references for more information:

Karlis Freivalds, “Adaptive Noise Removal Filter,” a software program, University of Latvia, Institute 
of Mathematics and Computer Science, at http://www.gradetools.com/karlisf.

Charles Poynton, “Frequently Asked Questions About Color,” at http://www.poynton.com.

Applying the Adaptive Noise Reduction algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any image processing, such as improving the 
contrast, on the image.

3 Select Algorithms > Filters (spatial) > Adaptive noise reduction. The 
Adaptive Noise Reduction dialog box opens.

4 Complete the information in the dialog box.

5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. A series of status messages 
appear in the window. 

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithm was applied. 
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Y radius Specifies the local square used 
for Y space filtering, which is 
approximately 

in size. 

As the radius increases, the 
algorithm removes more noise, 
but loses more detail. The 
default value is 2.0.

Cr radius Specifies the local square used 
for Cr space filtering (only 
available for color), which is 
approximately  in size. 

As the radius increases, the 
algorithm removes more noise, 
but loses more detail. The 
default value is 4.0.

Cb radius Specifies the local square used for Cb space filtering, which is approximately 
in size. As the radius increases, the 

algorithm removes more noise but loses more detail. The default value is 5.0.

Edge 
preservation 
strength

Specifies a value for preserving edges. Larger values preserve more edges but 
sacrifice smoothness in low-contrast areas. Very large values may cause banding.   

For color images, the default value is 3072.0. For black-and-white images, the 

default value is  where IMx is image maximum and IMn is 

image minimum. 

Filter Cr and 
Cb at halved 
dimensions

Causes the algorithm to run faster but with some loss of detail. For color images, 
the default value is enabled; for other images, the default value is disabled. 

New image Shows the results of the algorithm in a new image window.

Replace image Replaces the original source image with the results of the algorithm.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 2.  Adaptive Noise Reduction dialog box

2YRadius 1+( ) 2YRadius 1+( )

2CrRadius 1+( ) 2CrRadius 1+( )

2CbRadius 1+( ) 2CbRadius 1+( )

12.0
255.0
---------------⎝ ⎠
⎛ ⎞ IMx IMn–( )
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Filters (Spatial): Anisotropic Diffusion

This algorithm anisotropically diffuses an image. That is, it blurs over 
regions of an image where the gradient magnitude is relatively small 
(homogenous regions) but diffuses little over areas of the image where the 
gradient magnitude is large (i.e., edges). Therefore, objects are blurred, but 
their edges are blurred by a lesser amount. 

Figure 1 illustrates the relationship between anisotropic diffusion and gradient 
magnitude. In the figure, the original signal is noisy but two major peaks are still 
visible. Applying the diffusion process to the original signal and using the 
gradient magnitude to attenuate the diffusion process at places where the edge 
is strong produces a signal in which the overall signal-to-noise ratio has 
improved.

Figure 1.  A 1D example of anisotropic diffusion 

Note how the noise of the diffused signal is removed while only blurring the edge 
a small amount. The diffusion at the edge of the signals is attenuated by using a 
function of the gradient magnitude.
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Background
The following is the anisotropic diffusion equation:

where  is the variable conductance term. Typically, a function of the 

gradient magnitude , if  is a constant, then  which is 

the isotropic heat diffusion equation (Gaussian blurring).

In simple terms, the image I at some time t is given by the diffusion of the 
image where conductance term limits the diffusion process. This program 
uses a conductance term calculated by dividing a constant (k) divided by the 
square root of the sum of the squares of the normalized first order 
derivatives of the Gaussian function as an approximate gradient function. 
Figure 2 shows the result of applying this technique. The image on the left is 
a CT image before processing. The image on the right of it was diffused. 
Note the image was diffused within object boundary but to a much lesser 
amount near the boundaries of the objects.

IMAGE TYPES

You can apply this algorithm just to gray-scale images.
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SPECIAL NOTES

Refer to the section on Filters (Spatial): Nonlinear Noise Reduction. 

REFERENCES

Refer to the following references for more information:

P. Perona and J. Malik. “Scale-Space and Edge Detection Using Anisotropic Diffusion,” IEEE Trans. 
Pattern Analysis and Machine Intelligence, 12(7):629-639, July 1990.

Bart M. Ter Romeney, ed. Geometry-Driven Diffusion in Computer Vision. (Dordrecht, The 
Netherlands: Kluwer Academic Publishers, 1994).

Applying the Anisotropic Diffusion algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any image processing, such as improving the 
contrast, eliminating noise, etc., on the image.

3 Select Algorithms > Filters (spatial) > Anisotropic Diffusion. The 
Anisotropic Diffusion dialog box (Figure 3) opens.

Figure 2.  An image before and after applying the Anisotropic Diffusion 
algorithm
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4 Complete the information in the dialog box.

Note: Diffusing an image is a lengthy process. Give some consideration to the 
values you type into the Iterations and k boxes. The higher the number of  
iterations slows processing speed as does a small k value. 

5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. The following message 
appears: “Diffusing image.” 

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithm was applied.
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X dimension 
(0.5 - 5.0)*

Indicates the standard deviation 
(SD) of Gaussian in the X 
direction. 

Y dimension 
(0.5 - 5.0)*

Indicates the SD of Gaussian in 
the Y direction.

Z dimension 
(0.5 - 5.0)*

Indicates the SD of Gaussian in 
the Z direction.

Use image 
resolutions to 
normalize Z 
scale

Normalizes the Gaussian to 
compensate for the difference if 
the voxel resolution is less 
between slices than the voxel 
resolution in-plane. This option is 
selected by default.

Process each 
slice 
independently 
(2.5D)

Blurs each slice of the dataset 
independently.

Iterations 
(1-1000)

Specifies the number of times the 
process is run.

k (k > 1 slows 
diffusion)

Specifies the constant used to control the blurring rate. A small value slows the 
diffusion process (especially across edges) per iteration. A large value speeds 
the diffusion process but also allows for diffusion (blurring across edges); it also 
makes this function act similar to Gaussian blurring. See equation above.

New image Shows the results of the algorithm in a new image window.

Replace image Replaces the current active image with the results of the algorithm.

Whole image Applies the algorithm to the whole image.

VOI regions Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

*An SD greater than 1 attenuates small scale edges typically caused by noise, but reduces edge accuracy.

Figure 3.  Anisotropic Diffusion dialog box 
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Filters (Spatial): Gaussian Blur

This algorithm blurs an image or the VOI of the image with a Gaussian 
function at a user-defined scale sigma (standard deviation [SD]). In 
essence, convolving a Gaussian function produces a similar result to 
applying a low-pass or smoothing filter. A low-pass filter attenuates high-
frequency components of the image (i.e., edges) and passes low-frequency 
components. This results in the blurring of the image. Smoothing filters are 
typically used for noise reduction and for blurring. The standard deviation 
of the Gaussian function controls the amount of blurring. A large standard 
deviation (i.e., > 2) significantly blurs, while a small standard deviation (i.e., 
0.5) blurs less. If the objective is to achieve noise reduction, a rank filter 
(median) might be more useful in some circumstances.

Advantages to convolving the Gaussian function to blur an image include:

• Structure is not added to the image.

• It, as well as the Fourier Transform of the Gaussian, can be analytically 
calculated.

• By varying the SD, a Gaussian scale space can easily be constructed.

Background
The radially symmetric Gaussian, in an n-dimensional space, is:

where  (referred to as the scale), is the standard deviation of the Gaussian 

and is a free parameter that describes the width of the operator (and thus 
the degree of blurring) and n indicates the number of dimensions.

Geometric measurements of images can be obtained by spatially convolving 
(shift-invariant and linear operation) a Gaussian neighborhood operator 

with an image, I, where  represents an n-dimensional image. The 

convolution process produces a weighted average of a local neighborhood 
where the width of the neighborhood is a function of the scale of the 
Gaussian operator. The scale of the Gaussian controls the resolution of the 
resultant image and thus the size of the structures that can be measured. A 

scale-space for an image of increasingly blurred images can be defined 

G x σ,( ) 1

2πσ( )
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by L:nx +  and  where  represents 
convolution.

The following is the calculation of the full width half max (FWHM) of the 
Gaussian function.

Figure 2 shows the Gaussian function. The dotted lines indicate the 
standard deviation of 1. The FWHM is indicated by the solid lines. For a 

Gaussian with a standard deviation equal to 1 ( ), the FWHM is 2.36.
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Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Gaussian Blur
 

Figure 1 shows a Gaussian scale-space of the sagittal view of a MR head 

image. The original image is shown in the upper left ( ). Varying σ 
from 0.5 to 5.5 in steps of 0.5 blurs the other images (from left to right and 
top to bottom).

Figure 1.  Gaussian Blur algorithm processing
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Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Gaussian Blur
Note that as the scale increases, small-scale features are suppressed. For 
example, at small scales the individual folds of the brain are quite defined, 
but, as the scale increases, these folds diffuse together resulting in the 
formation of a region one might define as the brain.

IMAGE TYPES

You can apply this algorithm to all image data types except Complex and to 
2D, 2.5D, 3D, and 4D images.

• By default, the resultant image is a float type image.

• By selecting Process each slide independently (2.5D) in the Gaussian 
Blur dialog box, you can achieve 2.5D blurring (each slice of the 
volume is blurred independently) of a 3D dataset (Figure 1).

SPECIAL NOTES

None.

Figure 2.  Gaussian function
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REFERENCES

See the following references for more information about this algorithm:

Tony Lindeberg, “Linear Scale-Space I: Basic Theory,” Geometry-Driven Diffusion in Computer 
Vision, Bart M. Ter Har Romeney, ed. (Dordrecht, The Netherlands: Kluwer Academic Publishers, 
1994), pp. 1–38.

J. J. Koenderink, “The Structure of Images,” Biol Cybern 50:363–370, 1984.

J. J. Koenderink and A. J. van Doorn, “Receptive Field Families,” Biol Cybern 63:291–298, 1990.

R. A. Young, “The Gaussian Derivative Model for Machine Vision: Visual Cortex Simulation,” 
Journal of the Optical Society of America, GMR-5323, 1986. 

Applying the Gaussian Blur algorithm
To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Gaussian Blur. The Gaussian Blur dialog 
box opens (Figure 3).

2 Complete the information in the dialog box.

3 Click OK. 

The algorithm begins to run, and a pop-up window appears with the 
status. The following message appears: “Blurring Image.” 

When the algorithm finishes running, the pop-up window closes, and 
the results appear in either a new window or replace the image to which 
the algorithm was applied.
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X Dimension Indicates the standard 
deviation (SD) of Gaussian in 
the X direction.

Y Dimension Indicates the SD of Gaussian in 
the Y direction.

Z Dimension Indicates the SD of Gaussian in 
the Z direction.

Use image 
resolutions to 
normalize Z 
scale

Normalizes the Gaussian to 
compensate for the difference if 
the voxel resolution is less 
between slices than the voxel 
resolution in-plane. This option 
is selected by default. 

Process each 
slice 
independently 
(2.5D)

Blurs each slice of the dataset 
independently of adjacent 
slices.

Process red 
channel

Applies the algorithm to the red 
channel only.

Process green 
channel

Applies the algorithm to the 
green channel only.

Process blue 
channel

Applies the algorithm to the blue channel only.

New image Shows the results of the algorithm in a new image window.

Replace 
image

Replaces the current active image with the results of the algorithm.

Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the algorithm according to the specifications in this dialog box. 

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box.

Help Displays online help for this dialog box.

Figure 3.  Gaussian Blur dialog box 
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Filters (Spatial): Gradient Magnitude

Edge detection is the identification of meaningful discontinuities in gray 
level or color images. Edges are formed between two regions that have 
differing intensity values. This algorithm calculates the gradient magnitude 
of an image (or VOI of the image) using the first derivatives (Gx, Gy, and Gz 
[3D] ) of the Gaussian function at a user-defined scale sigma (standard 
deviation, or SD) and convolving it with image. The convolution of the first 
derivatives of the Gaussian with an image is a robust method of extracting 
edge information. By varying the SD, a scale-space of edges can easily be 
constructed.

Background
Figure 1 shows the 1D signal of an object, the first derivative of the object, 
and, last, the gradient magnitude (defined later). Note that the maximum 
responses of the gradient magnitude result correspond to the edges of the 
object.

At location (x,y) of a 2D image, the gradient vector is:

Figure 1.  Edge detection using derivative operators
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Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Gradient Magnitude
and points in the direction of the maximum rate of change of the image at 
that point. 

The gradient magnitude is defined as:

and is the maximum rate of increase of  in the direction of .

An efficient method of calculating the gradient magnitude is to analytically 
calculate the first derivative of Gaussian and convolve it with the image. The 
equation for this calculation follows:

mag ∇I( ) Ix
2

Iy
2+

1 2⁄
=

I x y,( ) ∇I

Ix x y, σ,( ) ∂
∂x
------G x y σ,( , ) I x y( , )⊗=

Figure 2.  Gradient Magnitude algorithm processing
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IMAGE TYPES

You can apply this algorithm to all image data types except complex and to 
2D, 2.5D, 3D, and 4D images.

SPECIAL NOTES

The following notes apply:

• The resultant image is, by default, a float type image.

• To achieve 2.5D blurring (each slide of the volume is processed 
independently),  select Process each slide independently (2.5D) in the 
Gradient Magnitude dialog box.

Figure 3.  Gradient Magnitude algorithm processing

A shows a computer tomography (CT) axial image of an abdomen. Image B 
depicts a gradient magnitude of image A calculated using Gaussian derivatives at  
= 0.5, and image C shows a gradient magnitude of image A calculated using 
Gaussian derivatives at  = 2.0.
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REFERENCES

Refer to the following references for more information: 

Tony Lindeberg, “Linear Scale-Space I: Basic Theory,” Geometry-Driven Diffusion in Computer 
Vision, Bart M. Ter Har Romeney, ed. (Dordrecht, The Netherlands: Kluwer Academic Publishers, 
1994), pp. 1–38.

J. J. Koenderink, “The Structure of Images,” Biol Cybern 50:363–370, 1984.

Raphael C. Gonzalez and Richard E. Woods, Digital Image Processing (Boston: Addison-Wesley, 
1992).

Applying the Gradient Magnitude algorithm
To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Gradient Magnitude. The Gradient 
Magnitude dialog box opens (Figure 4).

2 Complete the information in the dialog box. 

3 When complete, click OK. The algorithm begins to run. 

A pop-up window appears with the status. The following message 
appears: “Calculating the Gradient Magnitude.” When the algorithm 
finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithm was applied.
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X Dimension Indicates the standard deviation 
(SD) of Gaussian in the X 
direction.

Y Dimension Indicates the SD of Gaussian in 
the Y direction.

Z Dimension Indicates the SD of Gaussian in 
the Z direction.

Use image 
resolutions to 
normalize Z 
scale

Normalizes the Gaussian to 
compensate for the difference if 
the voxel resolution is less 
between slices than the voxel 
resolution in-plane. This option is 
selected by default. 

Process each 
slice 
independently 
(2.5D)

Blurs each slice of the dataset  
independently.

Process red 
channel

Applies algorithm to the red 
channel only.

Process green 
channel

Applies algorithm to the green 
channel only.

Process blue 
channel

Applies algorithm to the blue channel only.

New image Shows the results of the algorithm in a new image window.

Replace 
image

Replaces the current active image with the results of the algorithm.

Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the Gradient Magnitude algorithm according to the specifications in this 
dialog box. 

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box.

Help Displays online help for this dialog box.

Figure 4.  Gradient Magnitude dialog box
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Filters (Spatial): Laplacian

Edge detection is the identification of meaningful discontinuities in gray 
level or color images. Edges are formed between two regions that have 
differing intensity values. This algorithm calculates the laplacian of an 
image (or VOI of the image) using the second derivatives (Gxx, Gyy, and 
Gzz [3D]) of the Gaussian function at a user-defined scale sigma [standard 
deviation (SD)] and convolving it with image. The convolution of the second 
derivatives of the Gaussian with an image is a robust method of extracting 
edge information. By varying the SD, a scale-space of edges can easily be 
constructed.

Background
Figure 1 shows the 1D signal of an object. The first derivative of the object is 
shown next. Last, the Laplacian (defined later) is shown. Note that the zero-
crossing of the second derivative corresponds to the edges of the object.

The laplacian function is defined as:

Figure 1.  Edge detection using laplacian operators
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An efficient method of calculating the laplacian is to analytically calculate 
the second derivatives of Gaussian and convolve the sum with the image. 
The equation for this calculation follows:

IMAGE TYPES

You can apply this algorithm to all image data types except complex and to 
2D, 2.5D, and 3D images.

SPECIAL NOTES

The resulting image is, by default, a float type image.

To achieve 2.5D blurring (each slice of the volume is processed 
independently) of a 3D dataset, select Process each slice independently 
(2.5D) in the Laplacian dialog box (Figure 1).

∇
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I x y( , ) ∂
2

G

∂x
2

----------- ∂
2

G

∂y
2

-----------+
⎝ ⎠
⎜ ⎟
⎛ ⎞

I⊗ x y( , )=

Figure 2.  (A) Original MR image; (B) laplacian results; and (C) extraction of the zero crossing of 
the laplacian (object edges). 
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REFERENCES

Refer to the following references for more information about this algorithm:

Tony Lindeberg, “Linear Scale-Space I: Basic Theory,” Geometry-Driven Diffusion in Computer 
Vision, Bart M. Ter Har Romeney, ed. (Dordrecht, The Netherlands: Kluwer Academic Publishers, 
1994), pp. 1–38.

J. J. Koenderink, “The Structure of Images,” Biol Cybern 50:363–370, 1984.

Raphael C. Gonzalez and Richard E. Woods, Digital Image Processing (Boston: Addison-Wesley, 
1992).

Applying the Laplacian algorithm
To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Laplacian. The Laplacian  dialog box opens 
(Figure 3).

2 Complete the fields in the dialog box.

3 When complete, click OK. The algorithm begins to run. 

A pop-up window appears with the status. The following message 
appears: “Calculating the Laplacian.” 

When the algorithm finishes, the pop-up window closes. Depending on 
whether you selected New Image or Replace Image, the results either 
appear in a new window or replace the image to which the algorithm 
was applied. 
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.

X Dimension Specifies the standard 
deviation (SD) of Gaussian 
in the X direction.

Y Dimension Specifies the SD of 
Gaussian in the Y direction.

Z Dimension Specifies the SD of 
Gaussian in the Z direction.

Amplification 
factor

Applies, by default, the 
classical laplacian factor of 
1.0; values greater than 
1.0 and less than 1.2 
enable the laplacian to act 
as a high-pass, or high-
boost, filter.

Use image 
resolutions to 
normalize Z scale

Normalizes the Gaussian to 
compensate for the 
difference if the voxel 
resolution is less than the 
voxel resolution inplane.

Process each 
edge 
independently 
(2.5D)

Blurs each slice of the 
dataset independently.

Output edge 
image

Produces a binary image that represents the edges defined by the 0 crossings 
of the laplacian

Threshold edge 
noise between 
<_> and <_>

Limits the threshold edge noise to the range that you specify between the 0 
crossings of the laplacian; the default range is -10 to 10. 

New image Shows the results of the algorithm in a new image window.

Replace image Replaces the current active image with the results of the algorithm.

Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the laplacian algorithm according to the specifications in this dialog 
box. 

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box.

Help Displays online help for this dialog box.

Figure 3.  Laplacian dialog box 
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Filters (Spatial): Mean

This algorithm provides a simple way of reducing noise either in an entire 
image or in a delineated VOI in the image where

Mean = sum of all pixels in the kernel / total number of pixels in the kernel

This is one method of low-pass filtering, which is sometimes referred to as 
neighborhood averaging.

Background
In applying this algorithm, MIPAV first defines a region, either in the whole 
image or in the delineated VOI, over which it replaces a target pixel value 
with the average value over the kernel of pixels in which the target pixel is at 
the center. That is, for the target pixel: 

where k = kernel, s = kernel size, and I = image.

For slice averaging (Figure 1 and Figure 2), the kernels are odd-length 
squares (for example, 3 x 3). The processing time increases with the square 
of the kernel length. For volume averaging (Figure 2), the kernels are odd-
length cubes (such as 5 x 5 x 5), and the processing time increases with the 
cube of the kernel length. Refer to Figure 2 for examples of slice and volume 
averaging.

Note that the term average does not always represent the mean. If fact, 
there are three types of average: the commonly used mean, the median, and 
the infrequently used mode. The mean is defined as the sum of the values in 
a group divided by the number of values in the group. The median value is 
the value that has the same number of values greater and less than it. The 
mode is the value with the greatest number of occurrences.

If part of the neighborhood kernel falls outside the image when the pixel is 
on or near the boundary, MIPAV only uses that portion of the kernel inside 
the image.

mean
1
s
-- Ii

i 1=

i s=

∑ ki⋅=
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Example: Consider the upper right corner pixel in a 2D image if a 3 x 
3 kernel is used. In this case, when the algorithm is applied, MIPAV 
uses only the target pixel and its lower, left, and diagonal left lower 

neighbors. It then divides the sum of these four pixels by 4.

If you select the New image option, MIPAV places the resulting image in a 
new image window. If you select the Replace image option, MIPAV returns 
the changed picture to the same image window. If you delineate a VOI on 
the image and select VOI regions, then MIPAV replaces the original value of 
a pixel  inside the VOI with the mean value of the kernel that contains the 
pixel at its center. The pixel values outside the VOI remain unchanged.

Because 2D images contain only one slice, the only option possible under 
Kernel Thickness in the Mean Filter dialog box is slice averaging—the Apply 
slice kernel option. The Apply volume kernel option, which performs 
volume averaging, is dimmed. However, both slice averaging and volume 
averaging are available for 3D images. Although slice averaging is the 
default value, users can choose volume averaging instead by selecting the 
Apply volume kernel option.

For slice averaging, the default kernel size is 3 x 3, but the following kernel 
sizes are available: 5 x 5, 7 x 7, 9 x 9, or 11 x 11. For volume averaging, the 
default kernel size is 3 x 3 x 3. However, you can select one of the following 
sizes instead: 5 x 5 x 5, 7 x 7 x7, 9 x 9 x 9, or 11 x 11 x 11. 

Figure 1.  Slice averaging
In slice averaging, MIPAV defines a region and replaces the target pixel value with the average value 
over the kernel of pixels in which the target pixel is at the center. 
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For color images the default is to obtain the means of the red, green, and 

blue channels. However, if users clear the Red channel, Green channel, or 
Blue channel check boxes, MIPAV only performs mean averaging on the 
color channels that are selected. 

Figure 2.  Image processing using the Mean algorithm

This figure depicts slice averaging and volume averaging applied to the whole 
image with various size kernels as noted.
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IMAGE TYPES

You can apply this algorithm to all image data types and to 2D, 2.5D, and 3D 
images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following reference for more information about this algorithm:

Raphael C. Gonzalez and Richard E. Woods. Digital Image Processing, Second Edition (Upper 
Saddle River, New Jersey: Prentice-Hall, Inc., 2002), pp. 116–123.

Applying the Mean algorithm
To run this algorithm, complete the following steps:

1 Open an image. As an option, delineate a VOI.

2 Select Algorithms > Filter (spatial) > Mean. The Mean Filter dialog box 
(Figure 3) opens.

3 Complete the information in the dialog box.

4 Click OK.

The algorithm begins to run, and a pop-up window appears with the 
status. The following message appears: “Filtering image.” 

When the algorithm finishes running, the pop-up window closes, and 
the results either appear in a new window or replace the image to which 
the algorithm was applied.
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Kernel size Specifies the size of the k x k 
neighborhood that extends in all 
directions by (k - 1)/2 from the 
center pixel.

Red channel Applies the algorithm to the red 
channel.

Green channel Applies the algorithm to the 
green channel.

Blue channel Applies the algorithm to the 
blue channel.

New image Shows the results of the 
algorithm in a new image 
window.

Replace image Replaces the current active 
image with the newly calculated 
mean image.

Whole image Applies the algorithm to the 
whole image.

VOI regions Applies the algorithm to the volumes (regions) delineated by the VOIs.

Apply slice kernel Applies the kernel to only the specific slice in the dataset

Apply volume 
kernel

Applies the kernel to all of the slices—that is, the entire volume—in the 
dataset.

OK Applies the mean algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box.

Help Displays online help for this dialog box.

Figure 3.  Mean Filter dialog box
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Filters (Spatial): Median

The Median filter algorithm replaces a target pixel's value with the median 
value of the neighboring pixels. The designation of neighbor is determined 
by the size and shape of the kernel. A kernel is much like a mask; the pixels 
in the masked area are part of the neighborhood. The kernel's size and 
shape determines the number of pixel values used to calculate the median. 
You can adjust this algorithm's parameters to change the kernel's size and 
shape, apply selective filtering, and repetitively apply the selected filtering 
for any portion of the image you select.

The median filter algorithm is most useful for removing shot noise, which is 
noise that appears as random spots in an image. Shot noise can be caused 
by dust or a bad detector in image acquisition or by errors in data transfer 
(Lyon, Russ). Note that because there is no inverse function for the median 
filter algorithm, the original image cannot be reconstructed. This algorithm 
is also called a rank-type filter, because the list of values must be sorted 
before a useful value can be found.

Background
When you apply the Median filter algorithm, the target pixel is identified 
and the values of the surrounding neighborhood are collected. Next, the 
system arranges the values of the target and neighborhood pixels in a list 
and sorts them; then it replaces the value of the target pixel with the list's 
median value (Figure 1). Given that the list has n items and n is an even 
number, the median is the item at n/2. When n is odd, the median is 
defined as an average of the items at position (n - 1)/2 and at position 
(n + 1)/2. 

Example: You cannot apply this algorithm if the target pixel is near the edge of 
a window. This algorithm is applied to all pixels in the kernel. If the target pixel, 
which is usually at the center of the kernel, is near the edge of the image 
window, the kernel probably contains undefined regions because the kernel is 
always symmetrical. Since the median filter algorithm cannot be calculated 
reliably if the undefined regional data is present, if the target pixel is at the edge 
of the image, it is not processed.

Neighborhood pixels are determined by the shape and size of the kernel. 
(The selection of pixels using the kernel is sometimes referred to as the 
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sliding window approach.) The most common kernel shapes are the square 
and cross. Square-shaped kernels are defined as all pixels in the k(k) 
region surrounding the target pixel, where k refers to the window size. 
Cross-shaped kernels are defined as the central row and column of the k(k) 
region. The kernel is usually centered on the target pixel and is symmetrical; 
pixels chosen are symmetrically located about the target pixel. Thus, pixels 
on opposite sides are equally weighted. The kernel varies in size, although 
commonly, a square kernel can range from 3 to 11 pixels per side. Other 
kernel shapes and sizes could be selected, but choosing the region of pixels 
to include always involves juggling the elimination of noise and increasing 
fuzziness and posterization of an image.

Pixel values are sorted in increasing order. Any sorting method is 
acceptable, although, because the number of pixels can be large, a fast 
sorting algorithm is preferable. The best sorting algorithm is one that can 
efficiently accommodate both small and large lists. Generally, when 
considering the number of items to sort, the numbers can range from 5 (in a 
3 x 3 cross) to 121 (in an 11 x 11 square). This algorithm implements the 
Shell-sort because it operates very efficiently for the sizes of the lists 
expected. 

As the kernel size increases, computation also increases. Because the 
median filter algorithm is already computationally intensive, this algorithm 
incorporates adaptive filtering to improve the responsiveness of the filter 

Figure 1.  An example of median filter processing using a square 3 x 3 kernel
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and to reduce the number of computations. Rather than using one specific 
method, adaptive filtering involves any number of novel approaches. A 
simple approach is to verify whether the target pixel is within some 
percentage of the median. This verifies that the pixel value is not outside the 
range of expected values of a pixel. For example, shot noise is generally a 
value that much larger or smaller than the average of the surrounding pixel 
values.  Figure 2 illustrates how the median filter algorithm is used to 
remove shot noise. 
Filtering a color image is very similar to filtering a monochrome image. 
However, each color must be filtered separately because each color is a part 
of its own band or channel; each channel forms a monochrome image. This 
means that all red pixels are filtered, then all green, and then all blue, but 
never red and green pixels at the same time. Values in the alpha channel, 
which indicate pixel opacity levels, are not filtered.

Figure 2.  Removing shot noise with the Median Filter algorithm
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IMAGE TYPES

You can apply this algorithm to color and gray-scale 2D, 2.5D, and 3D 
images. However, you cannot apply this algorithm to complex images.

SPECIAL NOTES

The following special notes apply:

• When this algorithm is applied to 3D datasets, you can apply the filter 
to either a single slice or volume kernel. If you choose to apply it to a 
volume kernel, MIPAV finds the median in a list of values from pixels 
in all directions along the x-, y-, and z-axes. Note that the kernel-size 
must be smaller than the number of slices in the image.

• The resultant image is, by default, a float image.

• An outlier detector is available for use in this algorithm. The outlier 
detector replaces the target pixel only if its magnitude exceeds the 
mean of the list by a user-inputted fraction of the standard deviation. 

• Currently the algorithm allows square and cross kernel shapes for 2D 
images and cube and axis kernel shapes for 3D images. Future plans 
include the addition of other kernel shapes.

• Color images may be filtered across any combination of the color 
channels (red, green, or blue). Alpha values—those values relating to 
how opaque a particular pixel is—are unaffected.

REFERENCES

See the following references for more information about this algorithm:

Douglas A. Lyon, Image Processing in Java. (Upper Saddle River, New Jersey: Prentice-Hall, 1999), 
pp: 201–214.

John C. Russ, The Image Processing Handbook. 3rd Edition (Boca Raton, Florida: CRC Press, 1999), 
pp: 174–182.

Bernde Jahne, Practical Handbook on Image Processing for Scientific Applications Boca Raton, 
Florida: CRC Press, 1997), pp: 331, 332.
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Applying the Median Filter algorithm
To run this algorithm, complete the following steps:

1 Select Algorithms > Filter > Median Filter. The Median Filter dialog box  
(Figure 3) appears.

2 Complete the fields in the dialog box. Keep the following in mind:
• To filter a VOI region only, select the VOI and then select VOI 

Region(s). 
• Pixels that are too close to the edge of an image are not processed. 
• To apply a median filter to a color image, select the channels to 

filter. By default, MIPAV filters all three channels (red, green, and 
blue).

3 Click OK when complete. The algorithm begins to run. 

A pop-up window appears with the status, and the following message 
appears: “Filtering Image (Pass 1 of 1).” (Depending on what you 
entered in Number of iterations on the Median Filter dialog box, the 
number of passes varies.) When the algorithm finishes running, the 
pop-up window closes.

Depending on whether New image or Replace image was selected, 
results appear in a new window or replace the image to which the 
algorithm was applied. 
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Number of 
iterations

Indicates the number of times to 
filter the image with a median filter 
of the selected deviation, kernel 
size, and kernel shape.

Maximum 
standard 
deviation

The maximum allowable magnitude 
of the pixel value as a function of 
the standard deviation. The system 
replaces any pixel whose value is 
outside this function of the standard 
deviation from the mean of the 
neighborhood (as selected by the 
kernel-size and shape) by the 
median of the neighborhood. A 
value of 0.0 is equivalent to 
replacing every pixel with the 
median of its neighborhood. A value 
of 1.0 limits the filtering of the 
image. The system processes only 
target pixels whose values are 
greater than 1.0 standard deviation 
from its neighbors.

Kernel size A k x k region selects a 
neighborhood that extends in all 
directions by (k-1)/2, placing the 
target pixel in the center of the 
kernel.

Kernel shape Selects which pixels in the kernel size box are included as a part of the median’s 
neighborhood.

Red channel Filters the red channel (for use with RGB images).

Green 
channel

Filters the green channel (for use with RGB images).

Blue channel Filters the blue change (for use with RGB images).

New image Indicates where the results of the algorithm appear. If you select this option, the 
results appear in a new image window.

Replace 
image

Indicates where the results of the algorithm appear. If you select this option, the 
results replace the current active image. 

Whole image Applies the algorithm to the whole image.

VOI 
region(s)

Applies the algorithm to the volumes (regions) delineated by the VOIs.

Figure 3.  Median Filter dialog box 
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Apply slice 
kernel

Filters each slice of the image independently of other slices, finding neighboring 
pixels from the slice. 

Apply volume 
kernel 

Gathers pixel values from the slice as well as from neighboring slices.

OK Applies the Median algorithm according to the specifications in this dialog box. 

Cancel Disregards any changes that you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 3.  Median Filter dialog box  (continued)
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Filters (Spatial): Nonlinear Noise Reduction

This algorithm provides a port of the SUSAN (Smallest Univalue Segment 
Assimilating Nucleus) low-level image processing program (see  
“References” on page 344.)  

SUSAN noise reduction uses nonlinear filtering to reduce noise in an image 
while preserving both the underlying structure and the edges and corners. It 
does this by averaging a voxel only with local voxels that have similar 
intensity.

Background
The SUSAN program compares the brightness of each pixel within a mask 
with the brightness of the mask's nucleus. It then defines an area of the 
mask, called the univalue segment assimilating nucleus (USAN), that has 
the same or similar brightness as the nucleus. The SUSAN filter takes an 
average of the pixels in the USAN and then uses a Gaussian in both the 
brightness and spatial domains.

Table 1 explains the possible responses that the SUSAN filter provides if it 
cannot determine the neighborhood and based on whether you selected the 
option of using the median.

Table 1. Possible responses of the SUSAN filter

Use median USAN area The SUSAN filter . . .

Selected Zero Uses the median of the pixel’s 8 nearest neighbors in 2D 
images or 26 nearest neighbors in 3D images to estimate the 
pixel’s correct value.

Selected Nonzero Uses sums taken over the local neighborhood, not including 
the center pixel itself, to estimate the pixel’s correct value. 
This allows good reduction of impulse noise.

Not selected Nonzero Uses sums taken over the local neighborhood including the 
center pixel to estimate the pixel’s correct value.

Not selected Zero Leaves the pixel unchanged.
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In 2D images, the algorithm is based on the following equation: 

where

R = replacement intensity
I = intensity
S = spatial Gaussian
B = brightness Gaussian
sdx = mask standard deviation/image x resolution
sdy = mask standard deviation/image y resolution
T = brightness threshold

The brightness threshold allows discrimination between noise and the 
underlying image. Ideally, this value should be set greater than the noise 
level and less than the contrast of the underlying image. The filter blurs 
edges of contrast smaller than this threshold but not those of greater 
contrast. Reducing the brightness threshold gives less smoothing. The 
brightness threshold has a default value = 0.1 * (image maximum – image 
minimum).

The mask standard deviation (SD) determines the spatial extent of the 
smoothing. The mask is basically Gaussian with a standard deviation that 
you specify. However, for a small, fast, flat response with a 3 x 3 or 3 x 3 x 3 
voxel mask, set the mask SD to 0. By default, the mask SD equals the x 
resolution.

This filter can process a 3D image as an entire indivisible unit or as separate 
independent slices. Refer to Figure 1 for an example of image processing 
using the Nonlinear Noise Reduction algorithm.
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IMAGE TYPES 

You can apply this algorithm to black-and-white 2D, 2.5D, and 3D images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following references for more information:

For information about SUSAN, see http://www.fmrib.ox.ac.uk/~steve.

S. M. Smith and J. M. Brady, “SUSAN—A New Approach to Low Level Image Processing,” 
International Journal of Computer Vision, Vol. 23, No. 1, May 1997, pp. 45-78.

Figure 1.  Image processing using the Nonlinear Noise Reduction 
algorithm
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Applying the Nonlinear Noise Reduction algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Select Algorithms > Filter (spatial) > Nonlinear noise reduction. The 
Nonlinear Noise Reduction dialog box (Figure 2) opens.

3 Complete the information in the dialog box.

4 Click OK. The algorithm begins to run. 

A pop-up window appears with the status. The following message 
appears: “Performing the nonlinear noise reduction.” When the 
algorithm finishes running, the pop-up window closes. 

Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithm was applied.

Brightness 
threshold

Blurs edges of contrast 
smaller than this threshold. 
Reducing the brightness 
threshold gives less 
smoothing. The default value 
is 0.1 * (image maximum - 
image minimum).   

Mask Gaussian SD 
(0 for flat 
response) mm 

Determines the spatial extent 
of the smoothing (the default 
value is equal to the X 
resolution). For a small, fast, 
flat response with a 3 x 3 or 3 
x 3 x 3 voxel mask, set the 
mask SD to 0. 

Use median when 
neighborhood not 
found

Refer to Table 1 on page 342 
for an explanation. By 
default, this check box is 
selected.

Process each slice 
independently 

Smooths each slice of the dataset independently (applies only to 3D images).

New image Shows the results of the algorithm in a new image window (default choice).

Replace image Replaces the current active image with the newly calculated image.

OK Applies the algorithm according to the specifications in this dialog box.

Figure 2.  Nonlinear Noise Reduction dialog box 
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Cancel Disregards any changes that you made in the dialog box and closes the 
dialog box.

Help Displays online help for this dialog box.

Figure 2.  Nonlinear Noise Reduction dialog box  (continued)
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Filters (Spatial): Nonmaximum Suppression

This algorithm defines the edges of an image by calculating the 
nonmaximum suppression of an image at a user-defined scale. An edge is 
defined as the union of points for which the gradient magnitude assumes a 
maximum in the gradient direction.

Background
The Nonmaximum Suppression algorithm uses a local orthonormal 
coordinate system (u,v) at any point (Pi), where the v axis is parallel to the 
gradient direction at Pi, and the u axis is perpendicular, and where I is the 
intensity value of the pixel. 
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Assuming that the second- and third-order directional derivatives of I in the 
v direction are not simultaneously zero, a necessary and sufficient condition 
for Pi to be a gradient maximum in the gradient direction may be stated as:

Since only the sign information is important, this condition can be restated 
as:
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The nonmaximum suppression is the following:

Edge detection is an option for 2D images, but not for 2.5D or 3D images. If 
edge detection is selected, MIPAV generates an unsigned byte image in 
which the value of the edges is 255 and of all other points is 0. The 
nonmaximum suppression data must always be scaled to the same range, so 
the same noise threshold values always have the same meaning. For edge 
detection, the nonmaximum suppression data is scaled by 20,000.0/(image 
maximum – image minimum). We must not use a linear transformation, 
which shifts positive to negative or negative to positive. 

If noise threshold is used, MIPAV sets scaled nonmaximum suppression 
values >= low threshold and <= high threshold equal to zero. It considers 
groups of four scaled, noise thresholded, nonmaximum suppression values, 
which intersect at one common corner. MIPAV records an edge value of 255 
only if at least one of these four modified nonmaximum suppression values 
is negative, at least one of these four modified nonmaximum suppression 
values is positive, and the upper left-hand pixel of the group has a value of 

. 

For 3D images a similar derivation follows:

where spherical coordinates are being used.

 

The nonmaximum suppression is:

If you select VOI regions in the image, then the nonmaximum suppression 
image always contains the original source image values in regions outside 
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the VOIs.

If Use image resolutions to normalized z scale is selected, then the z scale is 
multiplied by the image x resolution/image z resolution, so that the z scale 
is normalized to be the same as the x scale.
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IMAGE TYPES

The nonmaximum suppression image can be generated from 2D, 2.5D, and 
3D black-and-white images. However, the option to output an edge image is 
only available for black-and-white 2D images.

SPECIAL NOTES

None.

REFERENCES

Refer to the following reference for more information about this algorithm:

Lindeberg, Tony, and Bart M. ter Haar Romeny, Chapter 2, “Linear Scale-Space II: Early Visual 
Operations,” in Geometry-Driven Diffusion in Computer Vision, ed. Bart M. ter Haar Romeny 
(Dordrecht, The Netherlands: Kluwer Academic Publishers, 1994) p. 45.

Figure 1.  Examples of Nonmaximum Suppression processing
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Applying the Nonmaximum Suppression algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any other image processing, such as improving 
the contrast, on the image.

3 Select Algorithms > Filter (spatial) > Nonmaximum suppression. The 
Nonmaximum suppression dialog box (Figure 2) opens.

4 Complete the information in the dialog box.

5 Click OK. The algorithm begins to run. 

A pop-up window appears with the status. The following message 
appears: “Calculating the Nonmaximum suppression.”

When the algorithm finishes running, the pop-up window closes. 
Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithm was applied.

Note: For 2D images, if you selected Output edge image, a new 
window with an edge image appears.
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X dimension Indicates the scale of the Gaussian 
in the X direction (the default value 
is 1.0).

Y dimension Indicates the scale of the Gaussian 
in the Y direction (the default value 
is 1.0).

Z dimension Indicates the scale of the Gaussian 
in the Z direction (for 3D images 
only). The default value is 1.0. 

Use image 
resolutions to 
normalize Z 
scale

Normalizes the Z scale to 
compensate for the difference if the 
voxel resolution in distance per 
pixel is greater between slices than 
the voxel resolution in-plane (for 
3D images only, the default value is 
enabled). 

If enabled, then  where 

Z = scale Z, XRs = image X 
resolution, and ZRs = image Z 
resolution). 

Process each 
slice 
independently

Calculates nonmaximum suppression for each slice of the dataset independently 
(for 3D images only the default value is enabled).

Output edge 
image 

Creates an unsigned byte image in which edges = 255 and all other points = 0 
and places it in a new window (enabled for 2D images only).

Define noise 
as between

Specifies the range of values that the algorithm should treat as noise. The default 
values are -10 and 10.

New image Shows the results of the algorithm in a new image window (default choice). If 
selected, an output edge image appears in a second new window.

Replace image Replaces the current active image with the results of the algorithm.

Whole image Applies the algorithm to the whole image (default choice).

VOI region(s) Applies the algorithm inside VOIs. Outside VOIs, the pixel values are unchanged.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made iin the dialog box and closes this dialog 
box.

Figure 2.  Nonmaximum Suppression dialog box 

Z Z
XRs
ZRs
-----------⎝ ⎠
⎛ ⎞=
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Help Displays online help for this dialog box.

Figure 2.  Nonmaximum Suppression dialog box  (continued)
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Filters (Spatial): Slice Averaging

This algorithm provides a way of reducing image noise by summing 
together a set of noisy images and dividing the sum by the number of 
images. The algorithm assumes that the noise in the images is uncorrelated 
and has zero average value. 

Background
This algorithm averages together the slices of a 3D image. The average used 
here is:

Mean = sum of values / total number of values

If you select All as the number of slices averaged: 

If you select 3, 5, or 7 as the number of slices averaged:

where

A = slice average

LSN = last slice number

lowest = maximum (1, z - offset)

highest = minimum (last slice number, z + offset)

offset = (number of slices averaged -1)/2

The preceeding equations prevent the inclusion of slice numbers less than 
the first slice number or greater than the last slice number in the averaging 
equation. 

A x y,( )

value x y s, ,( )

s 1=

s LSN=

∑

LSN
-----------------------------------------------------------=

A x y z, ,( )

value x y s, ,( )

s lowest=

s highest=

∑

highest lowest 1+–( )
--------------------------------------------------------------------=
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Note: When averaging on the first slice with an averaging Number = 7, only 
include the first slice and the three slices above it in the averaging. When 
averaging on the last slice with averaging Number = 5, only include the last slice 
and the two slices below it in the averaging.

Under Slice Number, the default choice is All. If All is chosen, MIPAV 
creates a 2D image. If 3, 5, or 7 are chosen, then a 3D image is created. 

Because a 2D image cannot meaningfully replace a 3D image, if you select 
All, you can only choose New image. However, if you select 3, 5, or 7 as the 
number of slices, New image is the default choice, although you can select 
either New image or Replace image.
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IMAGE TYPES

You can apply this algorithm to all image data types and to 2D, 2.5D, and 3D 
images.

Figure 1.  Slice Averaging algorithm processing
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SPECIAL NOTES

None.

REFERENCES

Refer to the following for more information about this algorithm:

Raphael C. Gonzalez and Richard E. Woods. Digital Image Processing, Second Edition (Upper 
Saddle River, New Jersey: Prentice-Hall, Inc., 2002), pp. 119–123.

Applying the Slice Averaging algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Select Algorithms > Filter (spatial) > Slice Averaging. The Slice 
Averaging dialog box (Figure 2) opens.

 

3 Averages 3 slices in the dataset and 
creates a 3D image.

5 Averages 5 slices in the dataset and 
creates a 3D image.

7 Averages 7 slices in the dataset and 
creates a 3D image.

All Averages all of the slices in the 
dataset and creates a 2D image 
(default choice).

New image Shows the results of the algorithm in 
a new image window (default choice).

Replace 
image

Replaces the current active image 
with the newly calculated 
image.

OK Applies the algorithm according to the 
specifications in this dialog box. 

Cancel Disregards any changes that you made in this dialog box and closes the dialog box.

Figure 2.  Slice Averaging dialog box
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3 Complete the information in the dialog box.

4 Click OK.

The algorithms begins to run, and a pop-up window appears with the 
status. The following messages appear: “Averaging data” and 
“Importing average data.”

When the algorithm finishes running, the pop-up window closes, and 
the results appear either in a new window or replace the image in which 
the algorithm was applied.

Help Displays online help for this dialog box.

Figure 2.  Slice Averaging dialog box
MIPAV User’s Guide, Volume 2, Algorithms 117

5/28/04 



M   I   P   A   V
M e d i c a l   I m a g e   P r o c e s s i n g, A n a l y s i s,   &   V i s u a l i z a t i o n

Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Unsharp Mask
Filters (Spatial): Unsharp Mask

When applied to an image, this algorithm produces a sharpened version of 
the image or the volume defined by a VOI of the image. A high-pass filtered 
(unsharp masked) image can be calculated by taking the difference of the 
original image and the low-pass filtered (blurred) version of that image. The 
effect of a high-pass filter, like the unsharp mask technique, is to enhance 
sharp intensity transitions (i.e., edges) but at the cost of enhancing noise.

Background
The process of unsharp masking is defined by:

High pass = original – low pass

To control the amount of filtering, a weighting factor (k) is  added to the 
function:

High pass = original – (k * blurred image) where 0 < k < 1

Choosing a small value for k (i.e., 0.2) produces an image where a small 
amount of filtering is applied to the original image. Choosing a large value 
for k produces a highly filtered image. Recall that convolving a Gaussian 
function with an image produces a low-pass filtered image. The selection of 
the standard deviation of the Gaussian affects the results of the unsharp 
masked image. For example, a low-pass filtered image produced using a 
small standard deviation (i.e., a little blurring) produces an unsharp 
masked image that is filtered only a small amount (Figure 1). 

IMAGE TYPES

You can apply this algorithm to all image data types, except complex and 
RGB images, and to 2D, 2.5D, 3D, and 4D images.

SPECIAL NOTES

The following notes apply:
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• If you choose to show the results of the algorithm in a new window, the 
resultant image is, by default, a float type image. If you choose the 
replace the current image, the image type remains the same.

• To achieve 2.5D processing (each slice of the volume is filtered 
independently) of a 3D dataset, select Process each slice independently 
(2.5D) in the Unsharp Mask dialog box (Figure 2).

REFERENCES

See the following references for more information about this algorithm:

Tony Lindeberg and Bart Ter Har Romeny, “Linear Scale-Space I: Basic Theory,” Geometry-Driven 
Diffusion in Computer Vision, ed. Bart Ter Har Romeny ((Dordrecht, The Netherlands: Kluwer 
Academic Publishers, 1994), pp. 1–38.

Raphael C. Gonzalez and Richard E. Woods, Digital Image Processing (Boston: Addison Wesley, 
1992), pp. 196–197.

Figure 1.  Unsharp Mask processing

(A) is the original image of retina of the eye, and (B) is the unsharp mask where 
k = 0.75 and the Gaussian SD = 1.0.
MIPAV User’s Guide, Volume 2, Algorithms 119

5/28/04 



M   I   P   A   V
M e d i c a l   I m a g e   P r o c e s s i n g, A n a l y s i s,   &   V i s u a l i z a t i o n

Chapter 2, Using MIPAV Algorithms: Filters (Spatial): Unsharp Mask
Applying the Unsharp Mask algorithm
To run this algorithm, complete the following steps:

1 Select Algorithms > Filter (spatial) > Unsharp mask.  The Unsharp 
Mask dialog box (Figure 2) opens.  

2 Complete the information in the dialog box.  

3 Click OK. 

The algorithm begins to run, and a pop-up window appears with the 
status.  The following message appears:  “Unsharp Masking Image.” 

When the algorithm finishes running, the pop-up window closes, and 
the results either appear in a new window or replace the image to which 
the algorithm was applied.

X Dimension Specifies the standard 
deviation (SD) of Gaussian in 
the X direction.

Y Dimension Specifies the SD of Gaussian 
in the Y direction.

Z Dimension Specifies the SD of Gaussian 
in the Z direction.

Use image 
resolutions to 
normalize Z scale

Normalizes the Gaussian to 
compensate for the difference 
if the voxel resolution is less 
between slides than the voxel 
resolution in-plaine. This 
option is selected by default.

Process each slice  
independently 
(2.5D)

Filters each slice of the 
dataset independently of 
adjacent slices.

Image - (k<1) * 
blurred image

Determines the amount of 
filtering, or sharpening, 
applied to the edges of the 
image or a VOI of the image. 
Low values sharpen image 
edges but increase noise. The 
default value is 0.75.

New image Shows the results of the algorithm in a new image window.

Replace image Replaces the current active image with the results of the algorithm.

Figure 2.  Unsharp Mask dialog box
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Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm to the volumes (regions) delineated by the VOIs.

OK Applies the algorithm according to the specifications in this dialog box. 

Cancel Disregards any changes that you made in this dialog box and closes the 
dialog box.

Help Displays online help for this dialog box.

Figure 2.  Unsharp Mask dialog box
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Fuzzy C-Means: Multispectral and Single Channel 
Algorithms

Segmentation involves dividing an image into distinct classes or types. For 
example, researchers may segment the brain into three classes: gray matter, 
white matter, and cerebrospinal fluid. There are two types of segmentation: 
hard and soft, or fuzzy.

HARD SEGMENTATION

A pixel is assigned to only one class. In medical images, absolute 
classification of a pixel is often not possible because of partial volume effects 
where multiple tissues contribute to a pixel or because a voxel causes 
intensity blurring across boundaries.

SOFT, OR FUZZY, SEGMENTATION

This type allows for the uncertainty in the location of object boundaries. In 
fuzzy segmentation, a membership function exists for each class at every 
pixel location. At each pixel location a class membership function has the 
value of 0 if the pixel does not belong to the class. At each pixel location a 
class membership function has a value of 1 if the pixel belongs, with 
absolute certainty, to the class. Membership functions can vary from 0 to 1, 
with the constraint that at any pixel location the sum of the membership 
functions of all the classes must be 1. The fuzzy membership function 
reflects the similarity between the data value at that pixel and the value of 
the class centroid. As a pixel data value becomes closer to the class centroid, 
the class membership function approaches unity. 

Background
The Fuzzy C-Means algorithm is an unsupervised method. That is, it works 
without the use of a specialized set of data for determining parameters of an 
algorithm. This algorithm, which allows for fuzzy segmentation based on 
fuzzy set theory, generalizes the K-Means algorithm. The technique clusters 
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data by iteratively computing a fuzzy membership function and mean value 
estimate for each tissue class. The algorithm minimizes the sum over all 
pixels j and all classes k of:

(ujk**q) * ((yj - vk)**2)

nClass = number of classes
where

ujk is the membership value at pixel location j for class k such that the sum 
over k from k = 1 to k = nClass for ujk = 1. 

q is a weighing exponent on each membership value and determines the 
amount of “fuzziness” of the resulting segmentation. 

q., which must be greater than 1, is typically set to 2. 

yj is the observed single channel or multispectral image intensity at location j. 

vk is the centroid of class k.

Users provide initial centroid values or simply use default evenly spread 
pixel values generated by:

for (i = 0; i < nClass; i++)

centroid[i] = minimum + (maximum - minimum)*(i + 1)/(nClass + 1);

Minimization is achieved by an iterative process that performs two 
computations. First, the minimization process computes the membership 
functions using a current estimate of the centroids. 

In the single channel case (select Algorithm > Fuzzy C-means > Single 
channel in the MIPAV window):

numerator = (yj - vk)**(-2/(q-1))
denominator = Sum over l from l = 1 to l = nClass of (yj-FL)**(-2/(q-1))
ujk = numerator/denominator for all pixels j and all classes k

In the multispectral case (select Algorithm > Fuzzy C-means > 
Multispectral in the MIPAV window):

numerator = (Sum over spectra s of (yjs - vks)**2)**(-1/(q-1))
denominator = Sum over l from l = 1 to l = nClass of
(Sum over spectra s of (yjs -vls)**2)**(-1/(q-1))
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The minimization process also computes the centroids using current 
estimates of the membership functions. 
In the single channel case:

numerator = sum over all pixels j of (ujk**q) * yj
denominator = sum over all pixels j of (ujk**q)
vk = numerator/denominator for all classes k

In the multispectral case:

numerator = sum over all pixels j of (ujk**q) * yjs
denominator = sum over all pixels j of (ujk**q)
vks = numerator/denominator for all classes k and all images s

The iteration continues until the user-specified maximum number of 
iterations occurs or until convergence is detected. Convergence occurs when 
all membership functions over all pixel locations j change by less than the 
tolerance value between two iterations. The default maximum iteration 
number is 100 for the single channel case and 200 for the multispectral 
case. The default tolerance is 0.01.

After entering the parameters for the algorithm in the Fuzzy C-Means dialog 
box (Figure 3), researchers select one of three choices for the output images: 

• HARD ONLY

• FUZZY ONLY

• HARD & FUZZY BOTH 

Hard segmentation produces only one unsigned-byte output image. Pixels 
that do not meet threshold requirements are assigned the value of 0. The 
first class is assigned a value of 255/(nClass); the second class is assigned a 
pixel value of 2 x 255/(nClass), and so on. The last class has a value of 255. 
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Fuzzy segmentation produces one image, of the same type as the first source 
image, for every segmentation class. The membership function is scaled so 
that the minimum membership value scales to the first source image 
minimum value and the maximum membership value scales to the first 
source image maximum value. If boundary cropping is applied, all pixels 
outside the bounding box are assigned the minimum value of the first 
source image.

If researchers apply the multispectral version of the algorithm, they can add 
images to a list.

ADDING IMAGES TO THE LIST

To add an image to the list:

1 Click Load. The Open dialog box appears.

2 Select an image. 

If the following are true, MIPAV adds the image to the list:

• The image has the same dimensionality as the original image. 

• The length of each dimension is the same as that of the original 
image.

Otherwise, an error message appears. 

Removing images from the list
To remove an image from the list, click Remove. 

Note: You cannot remove the original image (the first image in the list) that was 
present at the time you selected Algorithms > Fuzzy C-means > Multispectral. 
The Remove Image button is only enabled (active) when at least two images are 
in the list. 

The multispectral case allows color images to be loaded. If the original 
image is color, then the initial dialog box includes, by default, three selected 
check boxes for red, green, and blue components. If the original image is not 
color, then the later loaded images cannot be color.
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With the single channel case, the signal threshold value is entered on the 
initial dialog box and the image centroids are entered on a later dialog box. 
The multispectral case does not have signal threshold on the initial dialog 
box. With the multispectral case, a later dialog box appears for every black-
and-white image or for every selected component of every color image and 
the signal thresholds and initial centroids are entered on these later dialog 
boxes.

IMAGE TYPES

The Fuzzy C-means algorithm runs on 2D and 3D datasets and can also be 
applied to RGB datasets. This algorithms cannot run to complex datasets. 

SPECIAL NOTES

None.

REFERENCES

Refer to the following references for more information about the Fuzzy C-
means algorithm.

Dzung L. Pham, Chenyang Xu, and Jerry L. Prince, “A Survey of Current Methods in Medical Image 
Segmentation,” Technical Report JHU/ECE 99–01 (Baltimore: Department of Electrical and 
Computer Engineering, The Johns Hopkins University, 2001). 

Alberto F. Goldszal and Dzung L. Pham, “Volumetric Segmentation,” Chapter 12 in Handbook of 
Medical Image Processing, (San Diego: Academic Press, 2000).

Dzung L. Pham and Jerry L. Prince, “Adaptive Fuzzy Segmentation of Magnetic Resonance Images,” 
IEEE Transactions on Medical Imaging, Vol. 18, No. 9, September 1999, pp. 737–752.
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Applying the Fuzzy C-means algorithm
You can apply this algorithm on single images separately, or you can apply it 
on multispectral images.

Figure 1.  Fuzzy C-means algorithm processing
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ON SINGLE IMAGES

To run this algorithm, complete the following steps:

1 Start MIPAV if not already started. The MIPAV and the Output windows 
open.

2 Open an image. After a few moments, the image appears.

3 Select Algorithms > Fuzzy C-means > Multispectral. The Fuzzy C-means 
dialog box (Figure 2) opens.

4 Complete the fields. 

5 Click OK. 

The Threshold & Initial Centroids dialog box appears. 

By default, MIPAV determines the value of the initial centroids by result 
of the total number of intensities divided by the number of classes. To 
change the values, click OK. 

Number of 
desired 
classes

Indicates the number of groups into 
which the algorithm divides the 
dataset structures. 

By default, the number of desired 
classes is 3.

Desired 
exponent 
value

Determines the amount of "fuzziness" 
in the resulting segmentation. 

By default, the exponent value is 2.

End tolerance Indicates when convergence is 
reached. Generally, membership 
functions over all pixel locations 
change between iterations of the 
application of the fuzzy C-means 
algorithm. Convergence occurs if the 
change is equal to or less than the end 
tolerance level and when all 
membership functions over all pixel 
locations change by less than the 
tolerance value between two 
iterations. By default, the tolerance is 
0.01.

Figure 2.  Fuzzy C-Means dialog box for a single image 
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ON MULTISPECTRAL IMAGES

To run this algorithm, complete the following steps:

1 Start MIPAV if not already started. The MIPAV and the Output windows 
open.

2 Open an image. After a few moments, the image appears.

3 Select Algorithms > Fuzzy C-means > Multispectral. The Fuzzy C-means 
dialog box (Figure 3) opens.

4 Complete the fields. 

Maximum 
number of 
iterations

Indicates the maximum number of times the algorithm is applied. If convergence 
occurs, the system may apply the algorithm less times than the maximum number 
of iterations. By default, the maximum iteration value for single channel cases is 
200. 

Desired 
exponent 
value

Determines [what? how is this different from the second field on the dialog box?]. 
By default, the exponent value is 0.0.

Background 
cropping

Finds the smallest bounding box in the image or delineated VOI outside of which 
all image pixel values are below the image threshold.

Whole image Applies the algorithm to the whole image.

VOI region(s) Applies the algorithm only to the delineated VOIs.

HARD ONLY Performs only hard segmentation on the image

FUZZY ONLY Performs only fuzzy segmentation on the image.

HARD & 
FUZZY BOTH

Performs both types of segmentation—hard and soft—on the image.

OK Performs the Fuzzy C-Means algorithm on the image based on your choices in this 
dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box. 

Help Displays online help for this algorithm.

Figure 2.  Fuzzy C-Means dialog box for a single image  (continued)
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To add an image to the list, click Load and then select the image in the 
Open dialog box. The system then adds the image to the list and then, if 
it has the same dimensions as the original image, opens it in a new 
window. 

To remove an image from the list, click Remove. 

5 Click OK. 

The Threshold & Initial Centroids dialog box appears. 

By default, MIPAV determines the value of the initial centroids by result 
of the total number of intensities divided by the number of classes. To 
change the values, click OK.

Note: If you are applying this algorithm to several datasets, when you click OK 
another Threshold & Initial Centroids window appears sequentially for each 
dataset. Click OK when complete. MIPAV applies the algorithm to the datasets. 
The resultant images appear in new image windows.
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Number of 
desired 
classes

Indicates the number of groups 
into which the algorithm divides 
the dataset structures. 

Desired 
exponent 
value

Determines the amount of 
"fuzziness" in the resulting 
segmentation. 

Boundary 
noise 
cropping

Finds the smallest bounding box 
outside of which all first image 
pixel values are below the first 
image threshold. To save space, 
MIPAV copies values inside the 
bounding box to a smaller array 
and then uses the reduced array to 
performs calculations. 

Signal 
threshold

Appears only when you select 
Algorithm > Fuzzy C-means > 
Single Channel. 

By default, MIPAV assigns the 
image minimum value and uses 
only pixels whose values equal or 
exceed the theshold used in the 
centroid calculation. 

If you select the HARD ONLY 
option, MIPAV sets the pixels 
whose values are less than the 
threshold to a segmentation value 
of 0. This means that the pixels are 
outside of the specified classes.

End tolerance Indicates when convergence is reached. Generally, membership functions over all 
pixel locations change between iterations of the application of the fuzzy c-means 
algorithm. Convergence occurs if the change is equal to or less than the end 
tolerance level and when all membership functions over all pixel locations change 
by less than the tolerance value between two iterations. By default, the tolerance 
is 0.01.

Maximum 
number of 
iterations

Indicates the maximum number of times the algorithm is applied. If convergence 
occurs, the system may apply the algorithm  less times than the maximum 
number of iterations. By default, the maximum iteration value for single channel 
cases is 100. The maximum number in multispectral cases is 200.

Background 
noise 
cropping

Finds the smallest bounding box in the image or delineated VOI outside of which 
all image pixel values are below the image threshold.

Whole image Applies the algorithm to the whole image.

Figure 3.  Fuzzy C-Means dialog box for multispectral images 
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Algorithms
VOI region(s) Applies the algorithm only to the delineated VOIs.

HARD ONLY Performs only hard segmentation on the image

FUZZY ONLY Performs only fuzzy segmentation on the image.

HARD & 
FUZZY BOTH

Performs both types of segmentation—hard and soft—on the image.

Load Loads the images that you select.

Remove Removes the images that you select.

OK Performs the FuzzyC-Means algorithm on the selected images based on your 
choices in this dialog box.

Cancel Disregards any changes that you made in this dialog box and closes the dialog 
box. 

Help Displays online help for this algorithm.

Figure 3.  Fuzzy C-Means dialog box for multispectral images  (continued)
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Histogram Equalization: Regional Adaptive

The Histogram Equalization: Regional Adaptive algorithm, a high-pass 
filter, enhances the contrast in an image by reevaluating the gray-scale, or 
intensity, value of each pixel based on the values of nearby pixels in the 
same region.

Background
Features in some images require a larger range of intensity values than are 
displayed. Histogram equalization is a method to improve the contrast of an 
area in an image by distributing an equal number of pixels across the range 
of intensities in the image. This algorithm tabulates the histogram for each 
region, then assigns the pixel to the new histogram level.

This algorithm acts in regions of an image, dividing the image into m rows 
and n columns. Each region is the source when remapping the histogram, 
adapting the value of the pixel to its location in the histogram of the region.

bin width—The permitted range of floating-point values of a pixel to equate to 
an intensity level in a 256-color image.

Although, depending on image type, there are some minor variations in how 
this algorithm proceeds, generally the algorithm first calculates the bin 
width of each region. It then processes each region by judging each pixel’s 
location within this new histogram. Regardless of pixel value, the algorithm 
remaps the brightest pixel in each region to the brightest value in the 
histogram (i.e., 256) and remaps the darkest pixel to the lowest value in the 
histogram (i.e., 0) of the pixels’ neighboring region, recording the new 
values as pixel-intensity values. The algorithm then processes each of the 
remaining regions in the original, or source, image in the same way and 
builds a new, or reference, image using the new pixel-intensity values.
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Performing histogram equalization makes it possible to see minor 
variations within portions of the reference image that appeared nearly 
uniform in the source image. Arithmetically, the process in a region is 
rather simple:

where Ni is the intensity of the ith pixel, and T is the total number of pixels 
in the region.
The reference image using the new histogram is similar to the source image; 
however, in areas where the source image had similar values, the reference 
image is enhanced. The reference histogram now stretches over a greater 
proportion of the possible image intensities (Figure 1).
 

k
Ni
T
------

i 0=

j

∑=

Figure 1.  Source image and histogram and reference images and histograms for reference 
images that were separated into 1 x 1, 2 x 2,  and 3 x 3 regions
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Figure 1.  Source image and histogram and reference images and histograms for reference 
images that were separated into 1 x 1, 2 x 2,  and 3 x 3 regions (continued)
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Note: All histograms shown in this section are in log scale in the vertical axis.

The histogram for the source image is very compact in structure; that is, it 
has a great number of darker pixels, but very few brighter pixels. In fact, the 
bottom-most intensity values make up almost all of the pixels' values in the 
image. Note, however, in the histogram of the reference image, the look-up 
table is more evenly spread than that of the histogram for the source image. 
Also, areas of low intensity and low contrast in the source image were 
correspondingly remapped in the reference image to areas of higher 
contrast and generally overall brighter values. 

Notice that different low areas of the reference image are more 
distinguishable depending on the number of rows and columns that divide 
the image. The contrast changes are due to which pixel is considered the 
brightest and which the darkest in a particular region. The brightest pixel in 
a 1 x 1 separated image is the brightest of the image. However, when the 
image is divided into more regions, the brightest pixel in the region gets 
remapped as one of the brightest pixels in the image regardless of its 
absolute intensity in the image. Likewise, the darkest pixel in the region is 
remapped as one of the darkest in the image regardless of its absolute 
intensity.

Figure 1.  Source image and histogram and reference images and histograms for reference 
images that were separated into 1 x 1, 2 x 2,  and 3 x 3 regions (continued)
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The histogram equalization process can enforce certain characteristics 
about the image called clipping. As the algorithm processes the image, it 
counts out the number of pixels of a certain intensity. Clipping cuts that 
counting short; it stores the excess pixels of a particular intensity and 
redistributes that number equally among all intensities. For instance, if a 
particular intensity must be clipped at 100 and the count is 145, the 
algorithm redistributes 45 pixels to other brightnesses. It adds to the count 
of each intensity level an equal number of pixels if there are enough excess, 
but it attempts to spread the excess over as many pixels as possible. Figure 2 
shows examples of the source image from Figure 1 that was separated into 1 
x 1 regions with no clipping, 45-percent clipping, and 75-percent clipping.

IMAGE TYPES

You can apply this algorithm to both color and black-and-white images.

SPECIAL NOTES

This algorithm only works on the whole image, not on volumes of interest 
(VOIs). 

Figure 2.  Examples of no clipping, 45-percent clipping, and 75-percent clipping
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REFERENCES

Refer to the following references for more information:

Bob Cromwell,  “Localized Contrast Enhancement: Histogram Equalization,” paper on his web site at 
http://www.cromwell-intl.com/3d/histogram/Index.html.

Douglas A. Lyon, Image Processing in Java (Upper Saddle River, New Jersey: Prentice-Hall, 1999).

Figure 2.  Examples of no clipping, 45-percent clipping, and 75-percent clipping
MIPAV User’s Guide, Volume 2, Algorithms 138

5/28/04 



M   I   P   A   V
M e d i c a l   I m a g e   P r o c e s s i n g, A n a l y s i s,   &   V i s u a l i z a t i o n

Chapter 2, Using MIPAV Algorithms: Histogram Equalization: Regional Adaptive
Tamer Rabie, Rangaraj Rangayan, Raman Paranjape, “Adaptive-Neighborhood Image Deblurring,” 
The University of Calgary, Department of Electrical and Computer Engineering (Calgary, Alberta, 
Canada: NEC Research Institute, 2002).

John Russ, The Image Processing Handbook (Boca Raton, Florida: CRC Press LLC, 2003).

J. Alex Stark,  “Adaptive Image Contrast Enhancement Using Generalizations of Histogram 
Equalization,” in IEEE Transactions on Image Processing (May 2000).

Claes Tidestav, “Short Introduction to Adaptive Equalization.” (Uppsala, Swedon: Uppsala 
University, April 1996).
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Applying the Histogram Equalization: Regional 
Adaptive algorithm

To run this algorithm, complete the following steps:

1 Open an image. 

2 Perform, as an option, any other image processing on the image.

3 Select Algorithms > Histogram Equalization > Regional Adaptive. The 
Regional Adaptive Histogram Equalization dialog box (Figure 3) opens.

4 Complete the information in the dialog box.

5 Click OK. The algorithm begins to run.

 

Divisions of 
width

Indicates the number of times the 
algorithm should divide the image in 
width to make a region. 

If you select 2, the algorithm divides 
the image in width by 2 yielding two 
areas: a left side and a right side. 
Each is used separately for 
histogram equalization. 

Divisions of 
height

Indicates the number of times the 
algorithm should divide the image in 
height to make a region.

If you select 3, the algorithm divides 
the image in height by 3 yielding 
three areas: a top, middle, and 
bottom part.

Activate 
clamping

Allows you to specify the maximum 
number of pixels with a certain pixel 
bin.

Selecting this check box makes 
Fraction of most frequent pixel 
intensity active. 

Figure 3.  The Regional Adaptive Histogram Equalization dialog box 
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A pop-up window appears with the status. A series of status messages 
appear in the window. 

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithm was applied.

Fraction of 
most 
frequent 
pixel 
intensity 
(%)

Indicates the percentage (1 through 99) of the maximum number of pixels per 
intensity allowed. The algorithm records and redistributes the pixels for any 
intensity that has more pixels than the calculated value. The default value is 75 
percent. A lower value reduces the contrast of a region and is sometimes required 
to prevent parts of the image from becoming oversatured. To use this field, first 
select Activate clamping.

Red channel Treats all of the pixels in the red channel as its own intensity as if the image were 
three separate monochrome images (only applicable to color images). 

Green 
channel

Treats all of the pixels in the green channel as its own intensity as if the image were 
three separate monochrome images (only applicable to color images). 

Blue channel Treats all of the pixels in the blue channel as its own intensity as if the image were 
three separate monochrome images (only applicable to color images). 

New image Shows the results of the algorithm in a new image window.

Replace 
image

Replaces the source image with the results of the algorithm.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 3.  The Regional Adaptive Histogram Equalization dialog box  (continued)
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Histogram Equalization: Neighborhood Adaptive

The Histogram Equalization: Neighborhood Adaptive algorithm, a high-
pass filter, enhances the contrast in an image by reevaluating the grayscale, 
or intensity, value of each pixel based on a region of nearby pixels. 

Background
Features in some images require a larger range of intensity values than are 
displayed. Histogram equalization is a method to improve the contrast of 
an area in an image by shifting intensity values so that there are an equal 
number of pixels in an image in each intensity. This algorithm tabulates the 
histogram for a collection of neighboring pixels, sometimes called a kernel 
and then assigns the pixel to the new histogram level.

The name of this algorithm signifies that it processes the image by looking 
at the neighboring pixels when performing the equalization; hence, the 
name Neighborhood, or Local, Adaptive Histogram Equalization. Each 
neighborhood of pixels is the source when remapping the histogram, 
adapting the value of the pixel to its location in the histogram of the 
neighborhood.

The algorithm first collects a list of the pixel's neighbors, calculates the bin 
width of the pixel neighborhood, then builds the histogram of the 
neighborhood. 

bin width—The permitted range of floating-point values of a pixel to equate to 
an intensity level in a 256-color image.

The algorithm locates the value of the central pixel in the local histogram 
and replaces its intensity with the corresponding value in the histogram of 
its neighbors. The algorithm remaps the brightest pixel in a pixel 
neighborhood to the brightest value in the histogram (i.e., 256) and the 
darkest pixel to the lowest value of the histogram (i.e., 0), recording the new 
values as pixel-intensity values. It then processes each pixel in this way, 
remapping pixel value to intensity as measured against a histogram of the 
pixel's neighbors until the algorithm finishes checking all pixels of the 
image against the histogram of its neighbors and builds a new, or reference, 
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image.

Performing histogram equalization makes it possible to see minor 
variations within portions of the reference image that appeared nearly 
uniform in the original, or source, image.

Arithmetically, the process in a neighborhood is rather simple:

where Ni is the intensity of the ith pixel, and T is the total number of pixels 
in the neighborhood.

Neighborhood size greatly affects the reference image, since the intensity of 
each resulting pixel depends on the neighborhood. The more pixels in the 
neighborhood that are darker than the current pixel, the greater in intensity 
the current pixel becomes in the reference image. Likewise, the shape of the 
kernel determines the number of pixels in the neighborhood.

The algorithm creates a kernel around a pixel in a region of the image as 
shown in Figure 1. It then ranks the intensity of that pixel as compared to 
the surrounding pixels. In the figure, the box is 65 pixels wide. Using a 
square kernel, the algorithm collects all the pixel intensities inside the 
square and at the edges of the square. (Using a cross kernel, however, it 
collects only the intensities under the orange cross-hairs.) It next ranks the 
pixel intensity at the center of the cross hairs against the histogram of the 
pixels in the kernel.

k
Ni

T
------

i 0=

j

∑=
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The reference image using the new histogram is similar to the source image; 
however, in areas where the original image had similar values, the reference 
image is enhanced. The output histogram now stretches over a greater 
proportion of the possible image intensities.

Figure 2 shows example images that were created by starting with a source 
image then using a 21 x 21, a 45 x 45, or 65 x 65 square kernel through the 
image. 

The histogram of the source image is very compact in structure; that is, it 
has a great number of darker pixels, but very few brighter pixels. In fact, the 
bottom-most intensity values make up almost all of the pixels' values in the 
image. Note, however, in the histogram of the reference image, the look-up 
table is more evenly spread than in the histogram of the source image. Also, 
areas of low intensity and low contrast in the source image were 
correspondingly remapped in the reference image to areas of higher 
contrast and generally overall brighter values.

Note: The red line at the border of the image is an active image line, a part of 
the program to help the user determine which image is on top and not a part of 
the image itself. 

Figure 1.  Sample of kernel created by algorithm
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Figure 2.  A source image and its histogram compared to reference images using 21 x 21, a 45 x 
45, or 65 x 65 square kernels
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Figure 2.  A source image and its histogram compared to reference images using 21 x 21, a 45 x 
45, or 65 x 65 square kernels (continued)
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There are a couple of features to notice about the resultant images. First, the 
reference images contain a lot of noise. This noise results because the 
algorithm remapped the areas of the image with smooth features using a 
histogram used for features with great variation (such as the lung cavity in 
the example images). Second, notice that the algorithm remaps large areas 
of the same level of intensity values very high-intensity areas. This feature 
could be expected, is distracting when  viewing the image, and is therefore a 
good reason to include a threshholding feature  to prevent processing on a 
pixel when its intensity is too low.

The histogram equalization process can enforce certain characteristics 
about the image called clipping. As the algorithm processes the image, it 
counts out the number of pixels of a certain intensity. Clipping cuts that 
counting short; it stores the excess pixels of a particular intensity and 
redistributes that number equally among all intensities. For instance, if a 
particular intensity must be clipped at 100 and the count is 145, the 
algorithm redistributes 45 pixels to other brightnesses. It adds to the count 
of each intensity level an equal number of pixels if there are enough excess, 
but attempts to spread the excess over as many pixels as possible.

Figure 2.  A source image and its histogram compared to reference images using 21 x 21, a 45 x 
45, or 65 x 65 square kernels (continued)
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.  

Figure 3.  The effect of thresholding on images
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Figure 4.  A reference image and histogram with no clipping and with 75-percent clipping
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IMAGE TYPES

You can apply this algorithm to both color and black-and-white images.

SPECIAL NOTES

This algorithm can evaluate the entire image or only specified volumes of 
interest (VOIs).

REFERENCES

Refer to the following references for more information:

Bob Cromwell,  “Localized Contrast Enhancement: Histogram Equalization,” paper on his web site at 
http://www.cromwell-intl.com/3d/histogram/Index.html.

Douglas A. Lyon, Image Processing in Java (Upper Saddle River, New Jersey: Prentice-Hall, 1999).

Tamer Rabie, Rangaraj Rangayan, Raman Paranjape, “Adaptive-Neighborhood Image Deblurring,” 
The University of Calgary, Department of Electrical and Computer Engineering (Calgary, Alberta, 
Canada: NEC Research Institute, 2002).

Figure 5.  A reference image and histogram with 45-percent clipping
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John Russ, The Image Processing Handbook (Boca Raton, Florida: CRC Press LLC, 2003).

J. Alex Stark,  “Adaptive Image Contrast Enhancement Using Generalizations of Histogram 
Equalization,” in IEEE Transactions on Image Processing (May 2000).

Claes Tidestav, “Short Introduction to Adaptive Equalization.” (Uppsala, Swedon: Uppsala 
University, April 1996).

Applying the Histogram Equalization: Neighborhood 
Adaptive algorithm

To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any other image processing on the image.

3 Select Algorithms > Histogram Equalization > Neighborhood Adaptive. 
The Local Adaptive Histogram Equalization dialog box (Figure 6) 
opens.

4 Complete the information in the dialog box.

5 Click OK. The algorithm begins to run.

A pop-up window appears with the status. A series of status messages 
appear in the window.

When the algorithm finishes running, the pop-up window closes.

Depending on whether you selected New image or Replace image, the 
results appear in a new window or replace the image to which the 
algorithms was applied.
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Kernel size Indicates the number 
of pixels horizontally or 
vertically to be used in 
finding the histogram 
with the pixel in 
question at the center. 
Select 31, 45, 65, or 
129, or type an odd 
number.

Kernel shape Specifies the shape of 
the kernel the 
algorithm should use. 
Select either:

• Square—To evaluate all 
pixels on any column or 
row away from the central 
pixel to the perimeters of 
the kernel

• Cross—To choose from 
only pixels in the same 
column or row to the 
perimeter of the kernel as 
neighbors of the pixel.

Use as scale 
maximum

Specifies where to find the maximum for the resulting histogram. Select Local, 
Slice (default), or Image. Note: This value is predefined for some image formats.

Use threshold Limits the algorithm to evaluate pixels only when above the specified value. By 
default, this field is clear and the algorithm therefore evaluates all pixels. 

Any given input, however, prevents some pixels from being evaluated. Although 
using this option potentially causes some valuable pixels to be lost, it reduces the 
noise associated with evaluating the image edges, which is usually only an image 
of the imaging device. The default is image minimum value.

Use clamping Indicates the percentage (1 through 99) of the maximum number of pixels per 
intensity allowed. The algorithm first calculates the number of pixels per intensity 
and then applies the clamping percentage to yield a maximum number of pixels 
per intensity allowed. The algorithm records the excess pixels for any 
intensity that has more pixels than the calculated value and redistributes 
them equally among all intensities. By default, this field is clear; when 
selected, 75 is the default percentage.

Red channel Treats all of the pixels in the red channel as its own intensity as if the image were 
three separate monochrome images (only applicable to color images). You can opt 
to act on any combination of red, blue, or green color channels.

Figure 6.  Local Adaptive Histogram Equalization dialog box
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Green channel Treats all of the pixels in the green channel as its own intensity as if the image 
were three separate monochrome images (only applicable to color images). You 
can opt to act on any combination of red, blue, or green color channels.

Blue channel Treats all of the pixels in the blue channel as its own intensity as if the image were 
three separate monochrome images (only applicable to color images). You can opt 
to act on any combination of red, blue, or green color channels.

New image Shows the results of the algorithm in a new image window.

Replace 
image

Replaces the source image with the results of the algorithm.

Whole image Applies the algorithm on the entire image.

VOI regions Applies the algorithm to only the selected VOI.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes you made in this dialog box and closes the dialog box.

Help Displays online help for this dialog box.

Figure 6.  Local Adaptive Histogram Equalization dialog box (continued)
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Mask

This algorithm generates a mask, with a specified intensity, of the region 
inside or outside the contoured VOI groups that are delineated on an image. 
This algorithm is an alternative to the other mask-generation methods 
discussed in volume 1 of the MIPAV User’s Guide. 

Tip:  If you have already used contours to delineate a VOI, you might want to 
use this method because it provides a quick means to create a mask.

Background
When you apply this algorithm, enter the intensity value that fills the mask. 
Then indicate whether you want the algorithm to fill the area inside or 
outside of the contoured areas. When this algorithm runs, it determines 
which areas are contoured and fills the areas inside or outside of the 
contour with the specified intensity value (refer to Figure 1).

Figure 1.  Mask algorithm processing
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IMAGE TYPES

You can apply this algorithm to 2D, 2.5D, 3D, and 4D images. However, you 
cannot apply the algorithm to RGB images.

SPECIAL NOTES

If the intensity is higher or lower than the original extremes, the LUT is 
modified so that the new intensity is incorporated. After this algorithm is 
run, you may need to manually adjust the LUT so that you can see the 
structures clearly.

REFERENCES

There are no references for this algorithm.

Applying the Mask algorithm
To run this algorithm, complete the following steps:

1 Open an image, in Default view, in an image window. 

2 If not done already, contour the desired VOIs. MIPAV applies the mask 
to every VOI in the dataset, regardless of group affiliation. For more 
guidance on contouring a VOI, refer to volume 1 in the MIPAV User’s 
Guide.

3 In the MIPAV window, select Algorithms > Mask. The Mask Image 
dialog box  (Figure 2) appears.
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4 Enter the parameters and indicate whether to fill the region inside or 
outside of the region bound by the VOI contours. Enter the destination 
information (refer to the previous table for more information).

5 When complete, click OK.

A status window appears with the following message: “Masking” to 
indicate that the software is generating the mask by replacing the 
intensity levels. MIPAV then remaps the intensity values in the dataset 
to the LUT. The new masked image appears.

Value used to fill 
VOI(s)

Indicates the intensity value 
that replaces the existing 
value inside or outside the 
region bound by the VOI 
contours. 

To replace the intensity value 
inside the VOI region, type a 
value in this text box and then 
select the Interior/exterior fill 
check box.

To replace the intensity value 
outside the VOI region, simply 
type a value in this text box.

Interior/exterior 
fill

If selected, changes the 
intensity values of the region 
bound by the VOIs to the 
intensity value indicated in 
Value used to fill VOI(s).

New image If selected, indicates that the results of the algorithm appear in a new image 
window.

Replace image If selected, indicates that the results of the algorithm replace the current active 
image. 

OK Performs the Mask algorithm on the selected images based on your choices in 
this dialog box.

Cancel Disregards changes you made in this dialog box and closes the dialog box.

Help Displays online help for the algorithm.

Figure 2.  Mask Image dialog box 
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Tip: If the resulting masked image looks significantly lighter or darker than 
the original image, the new intensity value that you specified may be much 
higher or lower than the majority of other intensity values in the dataset. To 
change the LUT, do one of the following: (1) Click Quick LUT. Move the cursor 
to the resultant masked image and draw a box around an area where the 
intensity value was not changed. MIPAV uses these values to remap the image 
data to the LUT. (2) Adjust the LUT in the Lookup Table window. For more 
information on how to do this, refer to the MIPAV User’s Guide, Volume 1.
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Microscopy: Colocalization Orthogonal 
Regression

This algorithm quantifies automatically the amount of colocalization in 
images. Recently, this method was used to quantify protein-protein 
interactions from colocalization data analysis of two-color confocal 
microscope images. The method was accurate enough to determine 
dissociation rates of two interacting proteins labeled with fluorescence 
reporters in live cells. This method may be helpful in answering other 
biological questions that involve protein-protein interactions or co-
compartmentalization.

Disclaimer: Colocalization cannot distinguish interaction from co-
compartmentalization for compartments below light resolution (i.e., 
distances less than 200 nm).

The theory of colocalization assumes that a high level of similarity between 
two spatial patterns implies proximity of the two proteins, which implies 
direct or indirect protein binding, or co-compartmentalization, of the 
proteins.

Specifically, the algorithm creates a 2D histogram from two colors of a 
single image or from two black-and-white images. It uses an orthogonal line 
fit of the histogram data to generate a correlation line through the 
histogram. Upper right region rectangles with lower left corners on the 
correlation line are used as colocalization regions, regions where both of the 
two colors are significantly above background. The colocalization frame is 
tied to the original or modified source image or images so that only the 
pixels located in the colocalization region are displayed. A user-movable 
point allows for the display of source image pixels and statistics associated 
with different upper right colocalization regions. When not in free range 
mode, the point must move along the correlation line. In free range mode, 
the point can move anywhere in the histogram buffer.

In summary regarding the usage of this algorithm, one must make sure that 
the images acquired have low noise levels and no bleed through and that the 
optical setup used for each color leads to the same point spread function 
(PSF) and is free of registration errors. Assumptions made in this approach 
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are that pixel intensities linearly relate to concentration of molecular 
species being measured and that a pixel is either colocalized or not.

Background
Based on the type of image, when this algorithm is used, either the 
Orthogonal Regression Colocalization dialog box for color images or the 
Orthogonal Regression Colocalization dialog box for grayscale images 
(Figure 1 on page 411) opens.

As an option, this algorithm can perform background level subtraction on 
images. If the Subtract average VOI level check box is selected, then the 
algorithm calculates the average pixel levels in the yellow VOI in one-color 
images or in the two yellow VOIs in two black-and-white images. It then 
subtracts these two background levels from the 1 or 2 source images. If a 
registration was also selected, the background determinations occur before 
registration, and subtraction occurs after the registration. After the 
subtraction is performed, any pixels with negative values are set to zero.

As an option this algorithm can perform image registration before 
performing colocalization. If you select the Registration before 
Colocalization check box on the Orthogonal Regression Colocalization 
dialog box, this algorithm runs another algorithm—the Optimized 
Automatic Registration (OAR) 2D algorithm—first. In this registration, 
both images or colors are moved halfway to a common center point. The 
registration is always done on the entire image. The only registration 
parameter that you can vary is the cost function. Although correlation ratio 
is the default cost function, you can select least squares, normalized cross 
correlation, or normalized mutual information instead.

After registration, this algorithm performs colocalization on the registered 
image or images rather than on the original image. After subtraction, this 
algorithm performs colocalization on the subtracted image or images rather 
than on the original image. If the maximum data range is decreased, then 
the number of histogram bins decreases if necessary so as not to exceed the 
actual number of channels in the data range. 

The amount of colocalization can be measured with the linear correlation 
coefficient.

Let L be the linear correlation coefficient
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Let the two channels be R and G

Let the average values be  and 
Then 

This is equivalent to the more traditional form of the equation:

where N is the number of pixels.

The linear correlation coefficient ranges from -1 to 1 with 0 the value for 
random patterns and 1 the value for 100-percent colocalization. Negative 
values of the coefficient are not used for colocalization since that would 
indicate an anticolocalized situation with a bright pixel in one channel 
implying a dim pixel in another channel. 

Note: The medical literature on colocalization refers to the traditional linear 
correlation coefficient as Pearson's coefficient.

This algorithm uses the linear least squares method of calculating the best 

line fit for . It uses an orthogonal line fit where the 

minimized distance measurements are orthogonal to the proposed line. 
This is an orthogonal regression as opposed to a traditional direct 
regression of dependent y variable green on independent red variable x, 
which would minimize the vertical distances between the points and the 
fitted line. An inverse regression of red on green would minimize the 
horizontal distances between the points and the fitted line. All three lines 

pass through the point ( , ), but the three lines only coincide if the 

correlation coefficient equals -1 or 1. Use of a direct regression only makes 
sense if one variable is dependent and one variable is independent. Since 
the red and green dyes used in colocalization are best thought of as two 
independent variables, the orthogonal regression is most appropriate. 
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Note: Orthogonal regression is also called total least squares.

Points that are part of the dataless background in both images are excluded 
from the regression line calculations. Let R be the red channel and G be the 

green channel. If  and , the point i is not 

included in the regression line calculations. If the image is not a floating 
point image, background1= 1.0 and background2 =1.0. In floating point 
images, the image minimums are used as backgrounds so that no points are 
excluded. Note that there are two VOIs: the yellow background subtraction 
VOI and a nonyellow VOI used to delineate the region of the image included 
in calculations. You can select to use points from the entire image, only 
points from the contour VOI region, or only points allowed by a mask file. 

Tip: If VOI region is selected, then, after the algorithm is run, you can move 
the VOI by dragging it with the mouse to another region on the image. When 
the mouse button is released, the calculation is performed again updating the 
histogram. This allows the calculation to be performed with the same contour 
VOI in different positions.

The optional second iteration, thresholding, is different from the first 
iteration thresholding. In the first iteration, points are only excluded if they 
are below both background1 and background2. However, in the second 
iteration, points are excluded if they are below either lastPositive1 or 
lastPositive2. The (lastPositive1, lastPositive2) is the last point going from 
top to bottom on the first iteration regression line before an L-shaped 
subthreshold region with a zero or negative linear correlation coefficient is 
found. In the second iteration, the L-shaped subthreshold region 
determined from the first iteration is excluded from the regression line 
calculations. The default is to not perform a second iteration.

The slope and offset of the orthogonal regression line can be obtained from 
the eigenvector of the smallest eigenvalue of the 2 by 2 matrix:

The eigenvector has the components (direction x, direction y).

Ri background1< Gi background2<

count 1–( ) sample y variance×  count 1–( ) sample xy covariance×–
 count 1–( ) sample xy covariance ×– count 1–( ) sample x variance×
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where

S = slope of the line

V= variance

C = covariance
.

Let n be the normal vector to the orthogonal regression line.

Let theta be the angle from the x axis to the normal.

where

The minimized residue, the mean square error (MSE), is given by the 
following:

A histogram buffer is generated with bin1 counts along the x axis and bin2 
counts along the y axis. The Orthogonal Regression Colocalization dialog 
box allows you to specify the two bin numbers. The default is the range of 
the data (max - min +1) or 256, whichever is less, for nonfloating point 
images and 256 for floating point images.

The algorithm calculates the linear correlation coefficients for all pixels 
whose values are either below threshold in buffer or are below 

 in secondBuffer. This is the L-shaped subthreshold region. 

The algorithm calculates along the color that has the greatest range along 
the line segment. The line segment's (color1,color2) point just above the 
point where the linear correlation coefficient becomes negative or zero is 
taken in a nonrigorous fashion as the threshold point separating upper right 
rectangular colocalized data from the lower left L-shaped noncolocalized 
data.
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The algorithm calculates the percent colocalization area, the percent red 
colocalization, and the percent green colocalization. Each point has a red 
value = threshold and a green value = secondThreshold. Thus, each point 

defines an upper right rectangular region characterized by  and 

.

The percent colocalization area is 100 times the number of pixels belonging 
to the upper right rectangular region divided by the number of pixels in the 
entire image or selected VOI. 

Note:Only pixels with at least one of the two levels above background that you 
specify in the Orthogonal Regression Colocalization dialog box are included in 
any of the above sums.

red threshold≥

green secondThreshold≥

Percent

If Limit colocalization to pixels >= threshold is . . . 

Selected Not selected (default)

Red colocalization 

where

R = Sum of the red values in the 
upper right rectangular region

 = Sum of the red values >= red 

threshold in the image or selected 
VOI

where

R = Sum of the red values in the 
upper right rectangular region

 = Sum of the red values in the 

image or the selected VOI

Green 
colocalization

where

G = Sum of the green values in the 
upper right rectangular region

 = Sum of the green values >= 

green threshold in the image or 
selected VOI

where

G = Sum of the green values in the 
upper right rectangular region

 = Sum of the green values in the 

image or the selected VOI

100
R
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--------×
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R
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IMAGES TYPES

You can apply this algorithm to both color and black-and-white 2D or 3D 
images. 

SPECIAL NOTES

Limitations to colocalization include the following:

• The inability to distinguish binding proteins from nonbinding proteins 
located within a cellular compartment smaller than the resolution of 
light microscopes (rough 200 nm)

• All current colocalization methods, including this one, force each pixel 
to be classified as either entirely colocalized or entirely noncolocalized 
signals. Clearly, this is not the case. Unfortunately, a method that 
treats each pixel as the sum of colocalized and noncolocalized signals 
has not been developed yet.

• An important note regarding quantitative colocalization is the need to 
use low-noise images to make accurate measurements since two 
identical signals become more and more uncorrelated as their signal-
to-noise ratio decreases. The amount of noise in a region of interest 
can be determined by measuring the Pearson correlation coefficient of 
two consecutive acquisitions of the same channel. For example, one 
could try to keep all images with a correlation above 90 percent (e.g., 
increasing laser power, using more averages). Also, in order to 
compute accurately each colocalized fraction, the background must be 
subtracted from each channel.

• Other important notes regarding the usage of this algorithm: One must 
make sure that the images acquired have low-noise levels and no 
bleedthrough, and the optical setup used for each color leads to the 
same PSF and is free of registration errors. Assumptions made in this 
approach are that pixel intensities linearly relate to concentration of 
molecular species being measured and that a pixel is either colocalized 
or not. 
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Applying the Microscopy: Colocalization Orthogonal 
Regression algorithm

To run this algorithm, complete the following steps:

1 Open either one color or two black-and-white images.

2 Select Algorithms > Microscopy > Colocalization > Orthogonal 
Regression.

Depending on whether the image is grayscale or color, the Orthogonal 
Regression dialog box for grayscale images (Figure 1) or the Orthogonal 
Regression box for color images (Figure 2) opens.

3 Complete the information in the dialog box.

4 Click OK.

The algorithm begins to run, and a progress bar appears with the status. 
When the algorithm finishes running, the progress bar disappears, and 
a 2D histogram with a correlation line and statistics for the threshold 
point appears in a new window.

5 Use the mouse to move the point to see the statistics for different upper 
right rectangular colocalization regions. This colocalization frame is tied 
to the original or modified color source image or to the two original or 
modified grayscale source images. Only those pixels belonging to the 
upper right colocalization regions are visible in the source images. If you 
want to move the point off the line, select Free range mode.

If you created a VOI on the source image and selected the VOI region in 
the dialog box, then you can drag the VOI with the mouse. When you 
release the mouse, the algorithm recalculates using the new VOI 
position and updates the histogram.
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Channel selection Color images: Specifies the colors to use in color images. 

• If only two of the channels contain data, then only a label appears. For example, if 
only red and green are present, then the label Colocalization of red with green 
appears. 

• If all three color channels have data, then red, green, and blue check boxes are 
present. Select two of the three check boxes. By default red and green are selected.

Grayscale images: Specifies the second grayscale image to be used. 
Select one from the list box.

Figure 1.  Orthogonal Regression Colocalization dialog boxes for (A) color and (B) grayscale 
images

(A) Orthogonal Regression Colocalization 
dialog box for color images

(B) Orthogonal Regression Colocalization 
dialog box for grayscale images
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Registration before 
colocalization

Performs registration on an entire image before performing colocalization. 
When you select Registration before colocalization, the Cost function box 
becomes available.

By default, registration is not selected.

Cost function Specifies the cost function to be used during registration. You can specify 
correlation ratio (default), least squares, normalized cross correlation, or 
normalized mutual information.

To make this box available, you must first select Registration before 
colocalization.

VOI background 
subtraction

Calculates the average background levels in the yellow VOI and subtracts 
them from the rest of the image if Subtract average VOI level is selected. 
The subtraction results are clamped to be >= zero. The default is no 
subtraction.

Bin numbers Specifies the number of histogram bins to be used in the 2D histogram.

The default is the range of the data or 256, whichever is less, for 
nonfloating point images and 256 for floating point images.

Options Second iteration excluding subthresholded region—Excludes the L-
shape subthreshold region determined from the first iteration from the 
regression line calculations. 

By default, this check box is clear.

Limit colocalization to pixels >= threshold—Uses, in red colocalization, 
only pixels with red values >= red threshold in the denominator sum and, 
in green colocalization, only pixels with green values >= green threshold in 
the denominator sum. The default value is not selected.

Colocalization 
region

Whole image—Makes calculations on the whole image. By default, this 
option is selected.

VOI region—Makes calculations on only the pixels in the VOI. To enable 
this option, a contour VOI must be present in the image.

After this algorithm run and the histogram is produced, if you drag the VOI 
with the mouse and then release the mouse button, the system recalculates 
using the new VOI position. 

Mask file—Makes calculations on only the pixels in the mask.

Selecting this option enables the Choose mask file button.

Choose mask file—Allows you to select a mask file.

Free range Toggles between requiring the point to be in the least squares line and 
allowing the point to be anywhere in the histogram buffer. By default, the 
free range mode is not selected.

OK Applies the algorithm according to the specifications in this dialog box. 

Figure 1.  Orthogonal Regression Colocalization dialog boxes for (A) color and (B) grayscale 
images (continued)
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COLOCALIZATION HISTOGRAM WINDOW

The Colocalization Histogram window (Figure 2) contains a 2D histogram 
with a correlation line and a mouse-movable point on the correlation line. 
As the point is 

Cancel Disregards any changes that you made in this dialog box and closes the 
dialog box.

Help Displays online help for this dialog box.

Figure 1.  Orthogonal Regression Colocalization dialog boxes for (A) color and (B) grayscale 
images (continued)

File Close Colocalization—Closes the colocalization window. 

Help About Colocalization—Displays online help for this window.

Reset Moves the movable point to the position where the linear correlation coefficient of 
the L- shaped subthreshold region has gone from negative or zero to positive.

Figure 2.  2D Histogram window
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moved, the statistics at the top of the frame change to reflect the changed 
upper right rectangular colocalization region whose lower left corner is 
selected by the point. The colocalization frame is tied to a version of the 
source color image or to the versions of the two source black-and-white 
images, so that only those source image pixels in the upper right 
colocalization region are visible in the source images.

The percent colocalization area, the percent red colocalization, and the 
percent green colocalization change with the point location. Each point has 
a red value = threshold and a green value = secondThreshold. Thus, each 
point defines an upper right rectangular region characterized by red >= 
threshold and green >= secondThreshold.

The percent colocalization area is given by 100 times the number of pixels 
belonging to the upper right rectangular region divided by the number of 
pixels in the entire image or the selected VOI. If limit colocalization to pixels 
>= threshold is not selected, the percent red colocalization (refer to 
Figure 3) is given by 100 times the sum of the red values in the upper right 
rectangular region divided by the sum of the red values in the image or the 
selected VOI. The percent green colocalization is given by 100 times the 
sum of the green values in the upper right rectangular region divided by the 
sum of the green values in the image or the selected VOI. 

Magnify 
image 2.0X 

Magnifies the histogram by 2.

Magnify 
image 0.5X

Magnify the histogram by one-half.

Displays 
Lookup 
Table (LUT)

Displays the Lookup Table (LUT) dialog box, which allows you to specify the LUT 
for this histogram.

Brightness Displays the Brightness/Contrast dialog box, which allows you to adjust the 
brightness and contrast in the histogram.

Log Toggles the histogram between showing counts and log10 (1+ histogram counts). 
The default is no log function.

Region Toggles the histogram between not showing lines and showing the bottom and 
left lines for the upper right colocalization region. The default is not to show the 
lines.

Figure 2.  2D Histogram window (continued)
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Note that only pixels above at least one of the two backgrounds are included 
in any of the above sums.

If limit colocalization to pixels >= threshold is selected, the percent red 
colocalization is given by 100 times the sum of the red values in the upper 
right rectangular region divided by the sum of the red values >= the red 
threshold in the image or selected VOI. The percent green colocalization is 
given by 100 times the sum of the green values in the upper right 
rectangular region divided by the sum of the green values >= the green 
threshold in the image or selected VOI.

Figure 3.  Colocalization Histogram window showing a histogram for a color image in which red 
and green color localization was done
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Figure 4.  The effect on the image when dragging the mouse-movable point on the histogram 
(part 1) 
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Figure 5.  The effect on the image when dragging the mouse-movable point on the histogram 
(part 2)
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Microscopy: FRAP (Fluorescence Recovery after 
Photobleaching)

This algorithm allows the determination of an association rate, a 
dissociation rate, and a diffusion transfer coefficient by measuring the 
recovery of fluorescence in a photobleached area by diffusion from the 
nonphotobleached surround. The first images in a series of images over 
time are generally not photobleached. Photobleaching is then used to create 
a narrow band, small circle, or other small VOI where almost all of the 
fluorescence is removed. The normalized recovery of fluorescence over time 

t is modeled as . 

A complete photobleaching would reduce the fluorescence to zero. 
However, a fluorescence level of bottom rather than zero may be measured 

after photobleaching. As time approaches infinity, the terms  and 

 go to zero, and the measured fluorescence approaches bottom 

plus span, which is the mobile fraction.

The algorithm uses curve fitting to determine alpha, beta, gamma, bottom, 
and span. It then uses alpha, beta, gamma, and the ratio of the 
photobleached region fluorescence after bleaching to before bleaching to 
determine the association rate, the dissociation rate, and the diffusion 
transfer coefficient.

The mathematics of FRAP is based on compartmental modeling in which 
the compartments must be homogeneous. That is, the fluorescence within a 
compartment must not have a spatial gradient. If a compartment is not 
homogeneous, the algorithm cannot be used. More advanced algorithms 
must then be used to divide the compartments into multiple compartments 
or introduce partial differentials with respect to distance.

Background 
As an option, you may choose to perform registration before running the 
FRAP algorithm. During the registration, MIPAV registers slices to the first 
slice after photobleaching. Although the default cost function is correlation 
ratio, you can select instead least squares, normalized cross correlation, or 

bottom span 1 Γe
αt

1( Γ )e
βt–––( )×+

Γe
αt

1( Γ )e
βt–
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normalized mutual information. By default the registered image appears in 
a frame.

Note: MIPAV runs FRAP on the registered image rather than on the original 
image.

The algorithm uses only one color in a color image. If a color image is 
registered, the registration is based only on this selected color, but all colors 
in the registered image undergo the same transformation. 

Recommendation: Because registration takes far more time than the FRAP 

calculation, if more than one FRAP calculation is a possibility, save the 

registered image to use in future FRAP calculations.

For images that have a photobleached narrow band with two neighboring 
unbleached regions, MIPAV uses the equations described in Using FRAP 
and Mathematical Modeling to Determine the In Vivo Kinetics of Nuclear 
Proteins by Carrero, McDonald, et al. (refer to “References” on page 429). 
Similar equations were derived for images that have a photobleached circle 
inside an unbleached region, and solutions were also implemented for the 
pure 1D diffusion case and for the single exponential model.

To perform FRAP on an image, you select Algorithms >Microscopy >FRAP. 
The Fluorescence Recovery after Photobleaching dialog box appears. The 
first task is to delineate the following VOIs on the image: 

• A red required photobleached VOI

• A green required whole organ VOI

• An optional blue background VOI

In delineating VOIs for FRAP, it is not necessary to select the New VOI icon. 
The procedure is to simply select the Add required photobleached VOI 
option on the FRAP dialog box and then, after selecting an ellipse, 
rectangle, polyline, or levelset icon in the VOI toolbar in the MIPAV 
window, draw the VOI on the image. The required photobleached VOI 
appears in red on the image.

You return to the FRAP dialog box to create the next required VOI: the 
whole organ VOI. Select the appropriate option on the FRAP dialog box—in 
this case, Add required whole organ VOI—and then select the ellipse, 
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rectangle, polyline, or levelset icon in the VOI toolbar and draw the VOI on 
the image. This VOI appears in green on the image.

As an option, you can create a third VOI by selecting Add optional 
background VOI on the FRAP dialog box and repeating the previous steps 
for drawing the VOI, which appears in blue, on the image.

Note: You must create these VOIs on the image after the Fluorescence Recovery 
after Photobleaching (FRAP) dialog box appears using the instructions provided 
in the section on “Applying the FRAP algorithm” on page 430. VOIs created 
outside the dialog box may not have the right colors.

The VOIs must all have curves present in the first slice after photobleaching 
(there is no reason to put curves in any other slice). As it runs, the algorithm 
propagates the photobleached and whole organ VOIs to the other image 
slices. The background VOI is not propagated to other slices.

The photobleached VOI should be contained within the whole organ VOI. 
The whole organ region has a greater average intensity than the 
photobleached region, and the optional background region has a smaller 
average intensity than the photobleached region. 

The algorithm uses the average of the background VOI from the first slice 
after photobleaching to obtain the background constant, which is 
subtracted from the photobleached intensity and whole organ intensity 
measurements. It then obtains the ratio Fa/F0, in which Fa is the first slice 
after photobleaching and F0 is the slice just before photobleaching.

Even with low illumination during the recovery phase, fluorescence loss 
through photobleaching is expected to occur over the course of the recovery 
curve. For this loss the time that matters is the exposure time for each slice 
picture and not the absolute time at which the exposure was made. Since the 
exposure time for each slice is the same, the time here is proportional to the 
number of slices. The background corrected photobleached values are 
divided by the background corrected whole organ values to correct for this 
loss of fluroescence.

The algorithm then normalizes the values of the (corrected photobleached/ 
corrected whole organ) by dividing by the value of this ratio just before 
photobleaching. These normalized photobleached ratios are fitted to a 
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slightly modified version of equation 19 in the Carrero article: 

 with  and 

.

The mobile fraction equals bottom + span. In this curve fitting the time used 
is the time elapsed since photobleaching. Alpha, beta, gamma, and the ratio 
of the whole organ region fluorescence after bleaching to before bleaching 
are output. The dissociation rate, the association rate, and the diffusion 
transfer coefficient are obtained from alpha, beta, gamma, and the 
afterBeforeRatio.

For narrow band 2D, the effective diffusion coefficient in micrometers2 per 
second is found from the diffusion transfer coefficient. The software 
measures the photobleached width as the minimum dimension of the 
photobleached VOI bounding box and measures the whole organ length l 
along the same direction.

For 1D pure diffusion fitting, the following equation applies:

EQUATION 1

where

t is time

I is the photobleached fluorescent intensity

w is the width of the bleaching along the membrane in um

Deff is the effective 1D diffusion to coefficient in micrometers2 per second

Fitting data for the above equation solves for .

Then:

R t α β Γ, , ,( ) bottom span 1 Γe
αt– 1( Γ )e

βt––( )×+= 0 α β> >

1 Γ 0≥ ≥

Deff diffusion transfer coefficient w
l w–( )
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-----------------××=

I t( ) Ifinal 1 1
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w
------------------------------------
⎝ ⎠
⎜ ⎟
⎛ ⎞
------------------------------------------–

⎝ ⎠
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You can select an optional check box on the FRAP dialog box to double 
check the Gauss-Newton nonlinear fitting results with a simple grid search 
pattern. The software calculates the sum of squares of errors (sse) at every 
legal point on a grid and then finds the sum of the squares of the fitted 
photobleached data minus the actual photobleached data for every slice 
starting with the first slice after photobleaching.

For the 2D narrow band and 2D circle photobleached models, the algorithm 
uses a 3D grid with 201 alpha points, 201 beta points, and 101 gamma 
points. It then varies both alpha and beta from 0.05 times the values found in 
the nonlinear fit to 20 times the values found in the nonlinear fit. It 
geometrically increments the values so that each value is about 1.03 times as 
great as the previous value and arithmetically increments gamma by 0.01 
from 0 to 1.

The algorithm finds the global sse minimum and, if present, any local sse 
minimums, which are the lowest point in a 5 by 5 by 5 cube. The 3D space is 
searched with the restriction that beta <= alpha. Points with beta > alpha 
are not included in the 3D search and are simply filled in with sse values 
equal to 1.1 times the sse maximum found over the permissible space. The 
search is conducted with the bottom and span values kept fixed at the values 
found by the nonlinear fit. Since these values are very likely to have been 
accurately determined, this should not be a problem. In any event a search 
over a 5D space would be very time consuming. A 201 by 201 by 101 3D 
error image is created to display the calculated sse values. The error image 
name is the source image name with _err appended on the end. 

Point VOIs appear at the locations of the global minimum and at local 
minimums if any exist. The algorithm stores point VOIs in a folder titled 
defaultVOI_sourceImageName_err. For the pure 1D fit and the single 
exponential fit, the search is simply one dimensional; therefore, the 

software does not create an error image. For the pure 1D fit,  values 

going from 0.05 times the nonlinear fit value to 20 times the nonlinear fit 

value are used to calculate sse. For the single exponential fit,  half 

values going from 0.05 times the nonlinear fit value to 20 times the 
nonlinear fit value are used to calculate sse.

In the derivation for the case in which the photobleached area is a circle, 

201
Deff

w
2

------------

201thalf
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there are only two compartments: 

• 0, the inside of the circle

• 1, the outside of the circle

The equations are:

EQUATION 2

As expected 

The eigenvalues are found by setting the determinant to zero (0):

EQUATION 3

This gives the equation:

Using D1 + D2 = D, the above equation factors as:

du0f
dt
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The quadratic gives the roots alpha and beta with 

where

The eigenvalue  gives the eigenvector:

The eigenvalue  gives the eigenvector:

The eigenvalue  gives the eigenvector:

The eigenvalue  gives the eigenvector:
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Let the eigenvectors be v1, v2, v3, and v4. Let the matrix V be given by:

Let the vector C be

Remembering that  is the vector of initial conditions, we wish to solve:

Adding equations 1 and 3:

yields equation 5:

EQUATION 4

Adding equations 2 and 4:

EQUATION 5

1
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yields equation 6:

EQUATION 6

Multiplying 5 by  and adding to 6 yields:
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EQUATION 7

which simplifies to:

EQUATION 8

Multiplying equation 1 by  and adding to equation 2 yields:

EQUATION 9

Multiplying equation 8 by  and adding to equation 7 yields:

EQUATION 10
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This simplifies to:

EQUATION 11

Substituting c4 back into equation 8 yields c3:

EQUATION 12

This simplifies to:

EQUATION 13

Putting c3 and c4 in equation 5 and solving for c1 yields:

EQUATION 14

Putting c1, c3, and c4 into equation 4 and solving for c2 yields c2 = 0.

Thus, the solution is:

EQUATION 15

The above equation is normalized by dividing by

EQUATION 16

The coefficient of exp(alpha*t) in the normalized equation equals -gamma 
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so  and the normalized equation can be written 

as:

EQUATION 17

IMAGE TYPES

You can apply this algorithm to both color and black-and-white 3D images. 
However, with color images, the algorithm uses only one of the colors.

SPECIAL NOTES

This algorithm can only be used when the fluorescence is homogeneous in a 
compartment. If the fluorescence has spatial gradients across a 
compartment, a model using partial derivatives with respect to distance 
should be employed.
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Applying the FRAP algorithm
This section explains how to run the FRAP algorithm and how to modify the 
appearance of the resulting graph windows.

To run the FRAP algorithm

1 Open a 3D color or 3D black-and-white image.

2 Select Algorithms > Microscopy > FRAP. The Fluorescence Recovery 
after Photobleaching dialog box (Figure 3) opens.

Add required 
photobleached 
VOI

Applies a mandatory 
photobleached VOI, which 
appears in red, to the first image 
slice after photobleaching. Make 
sure that the VOI delineates the 
photobleached area. By default, 
this radio button is selected.

Add required 
whole organ 
VOI

Adds a mandatory whole organ 
VOI, which appears in green, to 
the first image slice after 
photobleaching. This VOI should 
contain the entire photobleached 
VOI and should be brighter than 
the photobleached VOI.

All optional 
background 
VOI

Adds an optional background 
VOI, which appears in blue, to 
the first image after 
photobleaching. This VOI should 
delineate a featureless area that 
is darker than the photobleached 
area.

Color selection 
(only appears 
for color 
images)

Select one of the available 
colors—red, green, or blue—
listed that corresponds to the 
fluorescence undergoing 
photobleaching. By default, red is 
selected. However, if red is single 
valued, the default is green.

First slice after 
photobleaching

Type the slice number of the first 
slice after photobleaching. If the 
image’s file header contains this 
information, the slice number 
appears. Otherwise, the default 
is 4.

Figure 1.  Fluorescence Recovery after Photobleaching dialog box  
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3 Select for color images the fluorescence color in the Color selection 
panel.

Note: Only the color that you select has a role in the FRAP mathematics.

4 Read to see, if an information panel is present, if either the shape of the 
photobleached region or the first slice after photobleaching is specified.

5 Go to the MIPAV window and adjust the image slice slider to display the 
first slice after photobleaching.

6 Type the number of the first slice after photobleaching in the text box in 
the Slice parameters panel.

2D narrow 
band

Assumes a narrow photobleached band surrounded by a large unbleached region 
on each side. Unless a photobleached region circle is found in the file header, the 
default value is 2D narrow band.

2D circle Assumes a small circle in the midst of a large unbleached region. If the file 
header for the image contains information that the photobleached region is a 
circle, the default is 2D circle.

1D Assumes pure 1D diffusion.

Single 
exponential

Assumes recovery according to a single exponential.

Grid search 
with parameter 
variation

Conducts a double check by grid search.

Registration 
before FRAP

Registers the image slices that are not aligned. Select this item so that slice 
alignment occurs before FRAP. The default is no registration.

Cost function Specifies the registration cost function. You may select correlation ratio (the 
default), least squares, normalized cross correlation, or normalized mutual 
information. To use this item, you must first select Registration before FRAP.

Create 
registration 
image

Creates the registered image in a separate image window. To use this item, you 
must first select Registration before FRAP. By default, this item is selected.

OK Applies the algorithm according to the specifications made in the dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this dialog 
box.

Help Displays online help for this dialog box.

Figure 1.  Fluorescence Recovery after Photobleaching dialog box (continued) 
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Remember: The slice number appears on the title bar of the image window. 
As you move the Image slice slider in the MIPAV window to the right, the slice 
number increases. As you move it to the left, the slice number decreases.

7 Select Add required photobleached VOI in the Select VOIs panel in the 
FRAP dialog box.

8 Go to the MIPAV window, and select one of these icons from the VOI 
toolbar:

• Draw rectangle VOI 

• Draw ellipse VOI 

• Draw polygon/polyline VOI 

• Draw levelset VOI 

9 Draw the VOI on the image. The VOI appears in red.

Note: In drawing these VOIs, you do not need to first select the New VOI icon.

10 Select Add required whole organ VOI in the Select VOIs panel in the 
FRAP dialog box.

11 Create a whole organ VOI by selecting , , , or  to draw a 
rectangle, ellipsoidal, polygon/polyline, or levelset VOI on the image 
around the whole organ region in the first slice after the photobleaching. 
A green VOI appears on the image.
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Whole organ region: The whole organ region should entirely contain the 
photobleached region and be brighter than the photobleached region.

12 Go to the next step, or, if you wish, create an optional background VOI 
using the following directions:

a Select Add optional background VOI in the Select VOIs panel in the 
FRAP dialog box.

b Go to the MIPAV window and select , , , or  to draw a 
rectangle, ellipsoidal, polygon/polyline, or levelset VOI on the image 
around the background region in the first slice after the 
photobleaching. A blue VOI appears on the image.

Background region: The background region should not contain any 
structures and should be darker than the photobleached region. 

13 Register the image slices as an option by doing the following:

a Select Registration before FRAP.

b Select a cost function in the Cost function list. Although correlation 
ratio is the default cost function, you can also select least squares, 
normalized cross correlation, or normalized mutual information.

c Select or clear Create registration image. Since registration is far 

Figure 2.  An image with a required photobleached VOI in red and a 
whole organ VOI in green 
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more time consuming than calculating FRAP, selection is the 
default.

14 Select the photobleached model assumed in analysis:
• 2D narrow band
• 2D circle
• 1D
• Single exponential

15 Select Grid search with parameter variation if you want to double check 
the nonlinear fitting engine with a grid search.

16 Click OK.

The algorithm begins to run and a progress bar appears with the status. 
When the algorithm finishes running, the progress bar disappears, and 
the following windows appear:

• Photobleaching Recovery Curve window (Figure 3), which displays a 
graph of the fitting of the normalized photobleached region recovery 
curve (the calculated parameters appear on the Data page of the 
Output window)
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File Open Graph (Ctrl0)—Allows you to open a previously saved graph. When you select this 
command, the Open Graph Data dialog box appears. 

Save Graph (CtrlS)—Allows you to save a graph as a .PLT file. When you select this 
command, the Save dialog box appears.

Print Graph (CtrlP)—Allows you to print the graph. When you select this command, the 
Print dialog box appears.

Close Graph (CtrlX)—Closes the graph immediately.

Figure 3.  Graph windows: Photobleaching Recovery Curve, Uncorrected Photobleaching Recovery 
Curve, and Uncorrected Whole Organ windows
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• Uncorrected Photobleaching Recovery Curve window (Figure 3)

• Uncorrected Whole Organ window (Figure 3)

If you selected Create registration image in the FRAP dialog box, an 
image window with a registered source image appears.

Note: All of the three graph windows—the Photobleaching Recovery Curve, 
Uncorrected Photobleaching Recovery Curve, and Uncorrected Whole Organ 
windows—have the same menus and commands that work in the same way.

If you selected Grid search with parameter variation in the FRAP dialog 
box and either 2D narrow band or 2D circle, a 201 by 201 by 101 3D 
error image is created to display the sum of squared error values.

Edit Delete Function—Allows you to delete a specified function on the graph unless the graph 
contains only one function.

Copy Function—Allows you to copy the function that you specify.

Paste Function—Allows you to paste a previously copied function to the graph.

Views Modify Graph Features—Allows you to change all of the graph features, such as the 
names and colors of the functions, the background color of the graph, the ranges used, 
whether the gridlines appear, and so on. When you select this command, the Modify Graph 
window opens.

Reset Range to Default—Changes the range displayed in the graph to the default range.

Reset Graph to Original—Changes the range displayed in the graph to the original range.

Graph Displays the amount of fluorescence over time (seconds).

Figure 3.  Graph windows: Photobleaching Recovery Curve, Uncorrected Photobleaching Recovery 
Curve, and Uncorrected Whole Organ windows (continued)
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To print graphs

In a graph window:

1 Select File > Print, or press Ctrl P on the keyboard. A Print dialog box 
(Figure 4) appears.

2 Select the printer, print range, and number of copies.

3 Click OK.

To save graphs

1 Select File > Save, or press Ctrl S on the keyboard. The Save dialog box 
appears. 

2 Select a directory in which to store the graph.

3 Type a name for the graph, including the .PLT extension, in the File 
Name box. 

4 Click OK.

To open previously saved graphs

1 Select File > Open, or press Ctrl O on the keyboard. The Open dialog box 
appears.

2 Navigate to the directory where the graph is stored.

Figure 4.  Print dialog box 
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3 Select the name of the graph.

4 Click OK.

To close graphs

Select File > Close, or press Ctrl X on the keyboard. The graph window 
closes.

To change the appearance of the graph window

Using the Modify Graph Features command on the Views menu of each of 
the graph windows, you can change how the data appears in each graph.   
When you select Views > Modify Graph Features, the Modify Graph dialog 
box opens.

The Modify Graph dialog box (Figure 6) allows you to change the following:

• The appearance of the graph

• Whether legends for functions appear on the graph

• The color and visibility of functions and whether points appear on the 
functions

• Mathematical adjustments to the functions

Figure 5.  Modify Graph Features command on the Views menu in a 
graph window
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To change the displayed titles of graphs

Changing the title of graphs is very easy. 

1 Select Views > Modify Graph Features in the graph window. The Modify 
Graph Features dialog box opens.

2 Type the new title in Title. You can simply type over the current title of 
the graph.

3 Click Apply.

To change the background color of graphs

1 Select Views > Modify Graph Features in the graph window. The Modify 
Graph dialog box opens.

2 Click Change background color on the Graphs page. The Pick 
Background Color dialog box (Figure 7) opens.

3 Select a color on the one of the pages in the dialog box: Swatches, HSB, 
or RGB page.

4 Click OK. The Pick Background Color dialog box closes.

Figure 6.  Modify Graph dialog box showing the Graph page
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5 Click Apply. The Modify Graph dialog box closes. The background of the 
graph window should now be the color you selected.

To return the graph window to its default settings

If you made changes in the way a graph appears in the Modify Graph dialog 
box and now would like to return to the default settings, select in the graph 
window View > Reset Graph to Original or press Ctrl Z on the keyboard.

Change 
background color

Allows you to change the background color of the grid. By default, the 
background color is light gray. When you click this button, the Pick 
Background Color dialog box opens.

Auto shrink 
range

Allows you to adjust the display of the Y axis of the graph. By default, this 
check box is selected.

Minimum for 
range

Specifies the minimum value for the Y axis, which must be 0.0 or less. The 
default value is 0.0.

Maximum for 
range

Specifies the maximum value for the X axis, which must be 1.0 or more. The 
default value is 1.0.

Reset default 
range

Reinstates the default range for the graph, which means that the value of 
Minimum for range returns to 0.0 and the value for Maximum for range 
returns to 1.0.

Apply Applies immediately the changes to the graph according to the specifications 
in this dialog box but keeps this dialog box open.

Cancel Disregards any changes that you made in the dialog box and closes this dialog 
box.

Help Displays online help for this dialog box.

Figure 7.  Pick Background Color dialog box
MIPAV User’s Guide, Volume 2, Algorithms 196

5/28/04 



M   I   P   A   V
M e d i c a l   I m a g e   P r o c e s s i n g, A n a l y s i s,   &   V i s u a l i z a t i o n

Chapter 2, Using MIPAV Algorithms: Microscopy: FRAP (Fluorescence Recovery after
Photobleaching)
To return the range displayed in the graph window to 
its default settings

The Modify Graph dialog box allows to change the range that is displayed in 
a graph window. If, after modifying the range, you want to reinstate the 
minimum and maximum values in the range for a graph, do either of the 
following:

In the graph window
Select Views > Reset Range to Default.

In the Modify Graph dialog box

1 Select Views > Modify Graph Features in the graph window. The Modify 
Graph dialog box opens. 

2 Select Reset default range.

3 Click Apply. 

The range returns to its default settings.

To display legends for functions

1 Select Views > Modify Graph Features in the graph window. The Modify 
Graph dialog box opens.

2 Click Legend. The Legend page (Figure 8) appears.

3 Select Show legend.

4 Accept or change the names of the functions in the text boxes.

5 Click Apply. The legends should appear in the graph window.
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To change the appearance of functions

1 Select Views > Modify Graph Features in the graph window. The Modify 
Graph dialog box appears.

2 Click Functions. The Functions page (Figure 9) appears.

Figure 8.  Legend page in the Modify Graph dialog box
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3 Select Points visible if you want to display all of the points on the 
functions.

4 Change the color of each function by clicking Change function color.

5 Click Apply. In the graph window, the appearance of the functions 
should display according to your specifications. 

To apply mathematical changes to the functions

1 Select Views > Modify Graph Features in the graph window. The Modify 
Graph dialog box appears.

2 Click Fitted Functions. The Fitted Functions page (Figure 10) appears.

3 Select Fit linear or Fit exponential. The default choice is None.

4 Select the functions to which these changes should be made.

5 Click Apply. The functions should change according to your 
specifications.

Figure 9.  Functions page in the Modify Graph dialog box
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Figure 10.  Fitted Functions page in the Modify Graph window
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Registration: Landmark—Least Squares

The Registration: Landmark—Least Squares algorithm provides a way for 
you to register an image to the reference image by using corresponding 
points placed in both images. This algorithm works on images requiring 
rotation and translation, but it does not work on images requiring scaling. 
That is, this is a rigid transformation based on two homologous landmark 
datasets.

Background
The Landmark—Least Squares algorithm relates the two corresponding 
point sets on the image to be registered and on the reference image using 
the following equation:

where

pA[i][j] = the point set of the reference image

pB[i][j] = the point set of the image to be registered

i = a value from 0 to the number of dimensions - 1 

j = a value from 0 to the number of user-placed corresponding points - 1

R = a rotation matrix

T = a translation vector

No[i][j] = a noise vector

This algorithm calculates a least-squares solution of R and T, which is based 
on a singular value decomposition of a 2 x 2 matrix in 2D or a 3 x 3 matrix in 
3D. It first calculates the centroid p1[i] in the image to be registered: 

pA i[ ] j[ ] R p( B i[ ] j[ ] ) T No i[ ] j[ ]+ +=

p1 i[ ] 1
N
---- pB i[ ] j[ ]

j 0=

N 1–

∑⋅=
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It then calculates the centroid p2[i] in the reference image:

where N = the number of corresponding user points.

The algorithm next calculates the difference between the points and the 
centroid voxel in the image to be registered (q1[i][j]):

and then the difference between the points and centroid voxel in the 
reference image (q2[i][j]):

The algorithm then performs the following steps: 

• Calculates the 2 x 2 or 3 x 3 matrix:

• Performs the singular value decomposition of H. That is:

• Calculates the following:

• Calculates the determinant of X (refer to the following table). 

If the determinant is 1, the algorithm succeeded and the rotation matrix 
.

If the determinant is -1 and the images are 3D, then the singular values of 
matrix H must be examined. If one and only one of the three singular values is 
0 and the two singular values are unequal, then the case is coplanar, but not 
colinear. It is made to work by simply changing the sign of the third column of 

the V matrix to form Vp and obtain .

• Calculates the translation vector:  

• Sets the first dim elements of the last column of the transformation 
matrix to T. 

p2 i[ ] 1
N
---- pA i[ ] j[ ]

j 0=

N 1–

∑⋅=

q1 i[ ] j[ ] pB i[ ] j[ ] p1 i[ ]–=

q2 i[ ] j[ ] pA i[ ] j[ ] p2 i[ ]–=

H q1 q2 transpose( )=

Express H U Λ( ) V transpose( )=

X V U transpose( )=

R X=

R Vp Utranspose(=

T i[ ] p2 i[ ] R p1 i[ ]( )–=
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• Copies R into the upper left dim by dim elements of the transformation 
matrix.

• Sets the last row of the transformation matrix to 0,0,1 in the 2D case or 
to 0,0,0,1 in the 3D case. 

• A bilinear or trilinear transformation uses the transformation matrix 
to transform the image to be registered into the resulting image 
(Figure 1).

IMAGE TYPES

You can apply this algorithm to 2D and 3D grayscale and color images.

Image 
type

If this is true . . . Then . . .

CommentsDeterminant Matrix H Success Failure

2D 
images

 1 X Rotation matrix
R = X

-1 Has no zero 
singular values

X Data too noisy

-1 Has one 
singular value

X Data is colinear

3D 
images

 1 X

-1 Has no zero 
singular values

X Data too noisy

-1 Has one zero 
singular value 
and the other 
two singular 
values are 
unequal

X This is made to 
work by changing 
the sign of the 
third column of 
the V matrix to 
form Vp and 
obtain 

-1 Has two equal 
singular values

X Colinear

R Vp Utranspose(=
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SPECIAL NOTES

The following notes apply:

• Do not use this algorithm in cases where an image must be scaled.

• For 2D images, you must identify at least three noncolinear points.

• For 3D images, you must identify at least four noncolinear points.

REFERENCE

Refer to the following reference for more information:

“Least-Squares Fitting of Two 3-D Point Sets” by K.S. Arun, T.S. Huang, and S.D. Blostein, IEEE 
Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-9, No. 5, September, 1987, 
pp. 698-700.

Figure 1.  Landmark—Least Squares processing

Both the reference image (A) and the image to be registered (B) have at least 
three noncolinear landmarks identified. Applying the Landmark—Least Squares 
algorithm produces the image shown in C. 
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Applying the Landmark—Least Squares Registration 
algorithm

To run this algorithm, complete the following steps:

1 Open two images: the image to be registered and a reference image. 
When you apply this algorithm, MIPAV registers the image to be 
registered to the selected reference image.

2 Perform, as an option, any other image processing, except scaling, on 
both images.

3 Place a minimum of three points in 2D images or four points in 3D 
images in the reference image. The points must not be colinear. 

Note: Three-dimensional (3D) images can handle cases that are coplanar but 
not colinear.

4 Place the corresponding points in the image to be registered. Note that 
the dialog box shows the last image clicked on as the image to be 
registered.

Tip:  Make sure that you delineate the points on the image to be registered in 
the same order as on the reference image. That is, point 1 on the reference 
image should correspond to point 1 on the image to be registered, point 2 on 
the reference image should correspond to point 2 on the image to be 
registered, etc.

5 Select Algorithms > Registration > Landmark - Least Squares. The Least 
Squares Registration dialog box (Figure 2) appears.

6 Select the name of the image to be registered in the Register to box if it is 
not already present.

7 Click OK. 

The algorithm begins to run. A pop-up window appears with the status. 

When the algorithm finishes running, the pop-up window closes, and 
the registered image appears in the Transformed Image window.
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Register [name 
of source 
image] to 
[name of 
reference 
image]

Displays a set of possible 
reference images. 

This box registers the  
image to be registered to 
the selected reference 
image. 

OK Applies the algorithm 
according to the 
specifications in this dialog 
box.

Cancel Disregards any changes that you made and closes the dialog box.

Help Displays online help for this dialog box.

Figure 2.  Least Squares Registration dialog box 
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Registration: Landmark—TPSpline

The Landmark—TPSpline (thin plate spline) algorithm allows you to align 
two or more images along a corresponding VOI that you delineate in all of 
the  images.

Background
When applied to 2D images, the Landmark—TPSplines algorithm uses a 2D 
interpolation scheme for arbitrarily spaced tabulated data (xi,yi,f(xi,yi)). 
These splines are the generalization of the natural cubic splines in 1D. The 
spline surface represents a thin metal sheet that is constrained not to move 
at the grid points. When applied to 3D images, the TPSplines algorithm 
operate on data of the form (xi,yi,zi,f(xi,yi,zi).

MIPAV uses the spline matching points sets to obtain spline interpolation 
coefficients, which it uses to transform all the xorg,yorg grid positions in 
the base image space to xnew, ynew grid positions in the match space. Then, 
at every xorg,yorg grid position in the base space, MIPAV checks to see if 
the corresponding xnew,ynew grid position in the match space is within the 
image bounds of the match image.

If xnew, ynew is within the match space bounds, then the data value at the 
xnew,ynew grid position in the match space is assigned to be the registered 
value at the xorg,yorg position in the base space. Since xnew, ynew is a 
floating point number and the data in the match image is only contained at 
integer grid points, interpolation must be used. 

For a 2D image, the data value at xnew,ynew in the match space is obtained 
by bilinear interpolation from its four nearest neighbors. For a 3D image, 
the data value at xnew,ynew in the match space is obtained by trilinear 
interpolation from its eight nearest neighbors. If the xnew, ynew is outside 
the match space bounds, then a zero is assigned to the xorg, yorg position 
in the base space.

When processing the image, the algorithm first computes the thin plate 
spline coefficients and then generates match space grid positions from base 
space grid positions.
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IMAGE TYPES

You can apply this algorithm to all 2D and 3D image types.

The dimensions or image type of the match image need not be the same as 
the dimensions or image type of the base image. The registered image has 
the same image type as the match image and the same extents as the base 
image.

SPECIAL NOTES

The following notes apply:

• For 2D images, three or more points are required. The algorithm may 
fail if nearly all of the points fall on the same line. 

• For 3D images, four or more points are required and the algorithm 
may fail if the points nearly all fall on the same plane.

Figure 1.  Example of Registration: Landmark—TPSpline algorithm
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REFERENCES

Refer to the following references for more information about this algorithm:

David Eberly, “Thin Plate Splines” of Magic Software at http://www.magic-software.com. Also at the 
same site are the files: MgcInterp2DThinPlateSpline.h, MgcInterp2DThinPlateSpline.cpp, 
MgcInterp3DThinPlateSpline.h, MgcInterp3DThinPlateSpline.cpp Paper that explains warping from 
one x,y source to another x’,y target set.

Fred L. BookStein, “Principal Warps: Thin-Plate Splines and the Decompositions of Deformations,” 
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 11, No. 6, June 1989, pp. 567–
585.

Applying the Registration: Landmark—TPSpline 
algorithm

To run this algorithm, complete the following steps:

Selected image is match image, the image that gets transformed until it is 
registered to the base image. 

1 Open two images: a base image and a match image.

2 Perform, as an option, any image processing, such as improving the 
contrast, eliminating noise, adding color, etc., on both images.

3 Delineate a point VOI on the base image using the point VOI icon  
and mouse.

4 Select the match image.

5 Delineate a point VOI on the match image at corresponding positions on 
the image.

Note: Make sure that you delineate the points on the match image in the 
same order as on the base image. That is, point 1 on the base image should 
correspond to point 1 on the match image, point 2 on the base image 
correspond to point 2 on the match image, and so on.

6 Click Algorithm > Registration > Landmark - TPSPline. The Thin Plate 
Spline Registration dialog box opens.

7 Select the base image in the Register to list box.  
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8 Click OK. The algorithm begins to run. A pop-up window appears with 
the status. The following messages appear in succession: “Performing 
base to match grid transformation” and “Performing interpolation into 
result buffer.” When the algorithm finishes running, the pop-up window 
closes, and the result appears in a new image window.

                     

Register 
to

Displays a list of images 
including the base image and 
any match images. 

OK Applies the mean algorithm to 
the base image that you chose 
in this dialog box.

Cancel Disregards any changes that 
you made in this dialog box and 
closes the dialog box.

Help Displays online help for this dialog box.

Figure 2.  Thin Plate Spline Registration dialog box
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Registration: Manual 2D Series

The Manual 2D Series algorithm allows you to manually or semimanually 
register two 2D grayscale or color images by placing corresponding points 
on both images and then applying either the Landmark—Thin Plate Spline 
or Landmark—Least Squares algorithm. After applying one of these 
algorithms, you can then, if needed, use the other algorithm. In addition, at 
any time, you can manually adjust the alignment of each image.

The algorithm also lets you manually register different slices of a 2.5 image 
dataset in the same way as the 2D images.

Background
Through the Registration: Manual 2D Series window (Figure 1), this 
algorithm provides the tools for manually registering images and the ability 
to use two of the landmark registration algorithms. The Registration: 
Manual 2D Series window includes two tabs: Blended and Dual.

Figure 1.  Registration: Manual 2D Series window
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On the Blended page, the window superimposes the image to be registered 
on top of the reference image. This page includes icons for aligning, 
rotating, alphablending, and magnifying or minifying the images as well as 
icons for modifying the lookup table for each image and for applying a 
checkerboard pattern to assist in alignment.

Clicking the Dual tab opens the Dual page, which displays the images side 
by side. A number of icons appear in the toolbar. The red icons are color 
coded to the reference image, which appears on the left and is surrounded 
by a red border. The green icons apply to the image to be registered, which 
is shown on the right side of the page and is surrounded by a green border.

Before being able to use either the Thin Plate Spline or Least Squares 
algorithm, you must first delineate a minimum of three corresponding 
points on both images. These points serve as guides, or landmarks, for 
aligning the images. In order for the points to be corresponding, you should 
delineate each point in the same sequence; i.e., the first point that you 
delineate on the reference image should be the first point delineated on the 
image to be registered, the second point on the reference image should be 
the second point delineated on the image to be registered, and so on.

To delete a point, you must first select the point and then use the 
appropriate Delete icon to delete it. However, before you can select the 

point, you need to return the cursor to its default mode using the  icon.
On both the Blended and Dual pages, you can modify the lookup table 

(LUT) by clicking , the LUT icon. When you select , the Lookup Table 
window appears. This window includes two tabbed pages: one for Image A, 
the reference image, and one for Image B, the image to be registered.

A common icon— , the Reset icon—appears on both the Blended and 
Dual pages. Use this icon if you want to restore the original version of the 
images. This icon deletes all points on the reference image and on the image 
to be registered. 

Note: If the Apply button has already been selected, the Reset icon undoes all 
changes that occurred since the last time the Apply button was selected. 
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IMAGE TYPES

You can apply this algorithm to 2D grayscale and color images. 

The dimensions or image type of the image to be registered need not be the 
same as the dimensions or image type of the reference image. The registered 
image has the same image type as the image to be registered and the same 
extents as the reference image.

SPECIAL NOTES

The following notes apply:

• For 2D images, three or more points are required. The algorithm may 
fail if nearly all of the points fall on the same line. 

• For 3D images, four or more points are required and the algorithm 
may fail if the points nearly all fall on the same plane.

REFERENCES

Refer to the following references for more information:

“Least-Squares Fitting of Two 3-D Point Sets” by K.S. Arun, T.S. Huang, and S.D. Blostein, IEEE 
Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-9, No. 5, September, 1987, pp. 
698-700.

David Eberly, “Thin Plate Splines” of Magic Software at http://www.magic-software.com. Also at the 
same site are the files: MgcInterp2DThinPlateSpline.h, MgcInterp2DThinPlateSpline.cpp, 
MgcInterp3DThinPlateSpline.h, MgcInterp3DThinPlateSpline.cpp Paper that explains warping from 
one x,y source to another x,y target set.

Fred L. BookStein, “Principal Warps: Thin-Plate Splines and the Decompositions of Deformations,” 
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 11, No. 6, June 1989, pp. 567–
585.
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Applying the Manual 2D Series algorithm on 2D images
To run this algorithm, complete the following steps:

1 Open two images: the reference image and the image that you want to 
register. 

2 Select the reference image. 

3 Select Algorithms > Registration > Manual 2D Series. The Load dialog 
box appears.

4 Select the image that you want to register to the reference image.

Tip: If only two images are open, the Set as Image B box automatically 
selects the other open image—the one you did not select—as Image B, or the 
image to be registered.

To select a different image, click Browse to find and open another image 
file.

5 Click OK.

The Manual 2D Series window opens. 

Tip:  Opening this window automatically corrects image resolution and 
scaling.

Figure 2.  The Load dialog box
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Note that this window includes two tabs:

• Blended, which displays the Blended page

• Dual, which displays the Dual page

The Blended page shows both images: the image to be registered 
superimposed on top of the reference image. Note that the icons near 
the top of the page allow you to move the image to be registered in all 
directions or specifically up, down, left, and right a certain number of 
pixels. You can also rotate the image to be registered clockwise or 
counterclockwise.

6 Click Dual to go to the Dual page. 

The Dual page shows both the reference image and the image to be 
registered side by side in the image area at the bottom of the page. 

Note that the border around the reference image, the image on the left 
side of the page, appears in red. The border around the image to be 
registered, which is on the right side of the page, appears in green. 
Several of the icons near the top of the page are color coded to the 
images. That is, the red icons apply to the reference image, and the 
green icons apply to the image to be registered.

7 Place at a minimum three landmarks, or points, on each of the images. 

On the reference image, click , the Reference Slice Markers icon, and 
click the mouse on the reference image where the landmark should be 
located. The landmark appears on the image in red type and is 
sequentially numbered. Create at least two more landmarks on the 
image.

On the image to be registered, click , the Adjusted Slice Markers 
icon, and creates a landmark on the image by clicking the mouse. The 
landmark, which is  sequentially numbered, appears in green type. 
Create a minimum of three landmarks on the image.

To delete a point on the reference image, you need to return the cursor 

to its default mode by clicking on . You can then select the point by 

clicking on it with the mouse and then delete it by clicking , the 
Delete selected reference slice markers icon.
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To delete a point on the image to be registered, or adjusted image, click 

, select the point, and then delete it by clicking  , the Delete 
adjusted slice markers icon.

8 Select, if desired, either , the Least Squares algorithm icon, or , 
the Thin Plate Spline algorithm, to register the images. The program 
registers the images and the landmarks appear in yellow type followed 
by the specific positions in parentheses.

9 At this point, you should determine the following:

• Whether there is a need to make manual adjustments to the 
registration. If so, return to the Blended page and use the direction 

or the rotation icons. Use  to verify alignment (refer to “Making 
manual adjustments to the image to be registered” on page 460 and 
to the following tables for more information.

• Whether to run the other algorithm. If so, simply click either , 

the Least Squares algorithm, or , Thin Plate Spline algorithm, as 
appropriate.

• Whether to restore the image to its original form by clicking .

• Whether to select Apply to keep changes made by the algorithm.

Making manual adjustments to the image to be 
registered

After you apply either , the Least Squares algorithm icon, or , the 
Thin Plate Spline algorithm on the images, you may want to manually 
ascertain whether key portions of the reference image and the image to be 
registered, or adjusted image,  are in alignment. One way of checking 

alignment, or registration, is using , the Window region of image B icon. A 
recommended method for checking registration and for correcting it 
follows.
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To check registration, do the following:

1 Click Blended in the Manual 2D Series window to display the Blended 
page. Both the reference image and the image to be registered, or 
adjusted image, appear at the bottom of the window. The adjusted 
image is superimposed over the reference image.

2 Note that the arrow on the Alphablending slider appears in the middle 
of the slider at 0.5R/A, which means that 50 percent of each image are 
shown on the page.

3 Slide the arrow on the Alphablending slider all the way to the right until 
it reaches the label “Adj. A.” This label indicates that 100 percent of the 
adjusted image is displayed on the page and, therefore, the reference 
image does not appear.

Note: The label “0.75A” means that 75 percent of the adjusted image appears 
and only 25 percent of the reference image is displayed.

4 Click , the Lookup Table icon, to display the Lookup Table window. Note 

that the window includes two tabs: one for Image A, the reference image, 
and one for Image B, the image to be registered.

5 Drag the image intensity line for the red channel up in the middle to 
adjust the color of the adjusted image. In this case, it creates a lighter 
colored red. The adjusted image now appears in pale red.

Note: Actually, you can change the color of the image to any color. The purpose 
in doing this task is to easily distinguish the adjusted image from the reference 
image.

6 Move the slider arrow all the way to the left on the slider. The label “Ref. 
R” indicates that the page now displays 100 percent of the reference and 
does not display the adjusted image.

7 Click  and position the cursor over the reference image. Notice that a 
square box appears on the image. The box is filled with a red image, 
which is  the adjusted image. You can use this box to look at the 
alignment of details in the images.
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Tip:  You may want to maximize the window and enlarge the images so that 
you can view details of the images while checking alignment. To maximize the 
window, simply click , the Restore button. To maximize the image, click 

, the Magnify image 2.0x icon, which magnifies the image to  twice its 
current size, as many times as needed.

8 Determine whether you want to correct the alignment of the images. If 
you do, there are several ways to move the adjusted image: 

• Moving the image using ,the Translate image icon (refer to 
“Moving the adjusted image in any direction” on page 463)

• Moving the image using the direction arrows (refer to “Moving the 
adjusted image with the direction arrows” on page 464):

• , the Move image up icon

• , the Move image down icon

• , the Move image right icon

• , the Move image left icon

• Setting the number of pixels to move the image with , the Set 
pixel increment icon

• Rotating the image with the following icons (refer to “Rotating the 
adjusted image” on page 464):

• , the Rotate image icon

• , the Rotate clockwise icon

• , the Rotate counterclockwise icon

• , the Set degree increment icon
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MOVING THE ADJUSTED IMAGE IN ANY 
DIRECTION

The Translate image icon, or , allows you to move the adjusted image in 
any  direction. This icon only appears on the Blended page, which is where 
all manual adjustments to image registration occurs. 

To move the adjusted image, click , and, holding down the left mouse 

button, drag the icon in the direction in which to move the image, and then 
release the mouse button. After a few moments, the image appears in the new 
position.  Note that, depending on where you moved the adjusted image, its 
outer portions  may disappear beyond the outer edges of the reference image 

(Figure 3). In this case, you can use  to move the adjusted image again.

Figure 3.  The Blended page of the Manual 2D Series window showing the adjusted image moved 
down and to the right
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MOVING THE ADJUSTED IMAGE WITH THE 
DIRECTION ARROWS

The icons that display direction arrows ( , the Move image up icon; , 

the Move image down icon; , the Move image right icon; and , the 
Move image left icon) let you move the adjusted image in one direction only 
by a specified number of pixels. The default number of pixels is 1; however, 
the number of pixels may be from 0.01 to 2048.0. Therefore, the direction 
arrows provide the greatest specificity in moving the image, which is perfect 
for fine adjustments.

To change the number of pixels, click , the Set pixel increment icon; 
enter a  number in the Pixel Increment box; and click Apply.

ROTATING THE ADJUSTED IMAGE

If the rotation of the adjusted image is incorrect, you can change the 

rotation of the image with the rotation icons: , the Rotate image icon; 

, the Rotate clockwise icon; and , the Rotate counterclockwise icon.

To select the center of rotation for the image, click  and set the center by 
clicking with the mouse on the image. The letter C appears with a yellow 
crosshair cursor (Figure 4). You can then drag a line from the center of 
rotation to move the image above or below the center of rotation. To rotate 

the image clockwise, click ; and  to rotate the image counterclockwise, 

click . 
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Figure 4.  Manual 2D Series window showing center of rotation
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As with the direction arrow icons, you change the degree increment to 
achieve exact registration. The default degree increment is 1.0, but you can 

specify from 0.01 to 360 degrees. To change the degree increment, click , 
the Set degree increment icon. The Change Degree Increment dialog box 
appears. Enter the 
degree increment in the Degree Increment box, and click Apply.

File
Close Registration Closes this window without saving the images.

Show VOIs in 
blended window

Displays, on the Blended page, the VOIs that you 
delineated on the Dual page.

Blended tab Displays the Blended page, which shows the image to be registered 
superimposed on the reference image. This page allows you to move and align 
the image to be registered with the reference image.

Dual tab Displays the Dual page, which shows each image side by side, and allows you 
to delineate three or more landmarks on each image before you apply the 
Landmark—Least Squares algorithm or the Landmark—Thin Plate Spline 
algorithm to the images.

Figure 5.  Manual 2D Series window showing the Blended page
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Alphablending 
slider

Adjusts the translucency of the alpha channels in each image using the 
alphablending technique. When two images share a window, you can adjust 
the alphablending settings so that you can see a blend of both images and can 
compare overlapping regions in two datasets.

 Lookup table
Displays the Lookup Table window, which includes two tabs: Image A, the 
reference image, and Image B, the image to be registered.

 Checkerboard 
A & B

Displays a checkerboard pattern on the images. You can use this pattern for 
assistance in aligning the images.

 Magnify 
image 2.0x

Doubles the size of images, magnifying them to twice their current size. If an 
image is too large for the current window size, scroll bars appear, and you may 
need to manually adjust the size of the window.

To restore an image to its original size, use , the Magnify image 0.5x icon, 
as many times as you used this icon.

 Magnify 
image 0.5x

Reduces the magnification level of images in half. To restore images to their 

original size, use , the Magnify image 2.0x icon, as many times as you 
used this icon.

 Window 
region of image B

Hides the reference image below a windowed mouse cursor; slide 
alphablending slider to the reference image

 Reset image 
to original state

Restores image to its original state. This icon deletes all points on the reference 
image and on the image to be registered. If the Apply button has already been 
selected, the Reset icon undoes all changes that occurred since the last time 
the Apply button was selected. 

 Apply
Commits the changes that you made to the images, but it leaves the window 
open for you to make further changes if desired.

 Set pixel 
increment

Determines the number of pixels to use when any of the move image icons are 
used. When you click this icon, the Change Pixel Increment dialog box opens. 

Although the default is 1.0, when the pixel increment is changed to another 
number, that number displays on the toolbar rather than 1.0. For example, if 

you changed the pixel increment to 550.0,  would appear on the toolbar. 
You can use any pixel increment from 0.01 to 2048.00.

Figure 5.  Manual 2D Series window showing the Blended page (continued)
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 Translate 
image

Moves Image B, the image to be registered, in any direction you drag the 

image by the number of pixels indicated in , the Set pixel increment icon. 

 Move image 
up

Moves Image B, the image to be registered, up by the number of pixels 

indicated in , the Set pixel increment icon.

 Move image 
down

Moves Image B, the image to be registered, down by the number of pixels 

indicated in , the Set pixel increment icon.

 Move image 
right

Moves Image B, the image to be registered, right by the number of pixels 

indicated in , the Set pixel increment icon.

 Move image 
left

Moves Image B, the image to be registered, left by the number of pixels 

indicated in , the Set pixel increment icon.

 Set degree 
increment

Determines the degree to use when rotating images, rotating images 
clockwise, or rotating images counterclockwise. When you click this icon, the 
Change Degree Increment dialog box opens.

Although the default degree increment is 1.0, when the degree increment is 
changed to another degree, that degree increment displays on the toolbar 
rather than 1.0. For example, if you changed the degree increment to 180.0, 

 would appear on the toolbar. You can set the degree increment from 0.01 
to 360.0. 

 Rotate image
Allows you to select a center of rotation by clicking on the image with the 
mouse. It then allows you to then move the image above or below the center 
of rotation by dragging a line from the center of rotation.

 Rotate 
clockwise

Rotates the image to be registered clockwise by the number of degrees 
indicated as the degree increment. To restore the image to its original rotation, 

click , the Reset image to original state icon.

 Rotate 
counterclockwise

Rotates the image to be registered counterclockwise by the number of degrees 
incited as the degree increment. To restore the image to its original rotation, 

click , the Reset image to original state icon.

Figure 5.  Manual 2D Series window showing the Blended page (continued)
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Image area Superimposes the image to be registered on the reference image and allows 
for the image to be registered to be moved, magnified, or rotated.

Figure 5.  Manual 2D Series window showing the Blended page (continued)

File
Close Registration Closes this window without saving the 

images.

Show VOIs in blended 
window

Displays, on the Blended page, the VOIs 
that you delineated on the Dual page.

Blended tab Displays the Blended page, which shows the image to be registered superimposed 
on the reference image. This page allows you to move and align the image to be 
registered with the reference image.

Dual tab Displays the Dual page, which shows each image side by side, and allows you to 
delineate three or more landmarks on each image before you apply the 
Landmark—Least Squares algorithm or the Landmark—Thin Plate Spline algorithm 
to the images.

 Lookup 
Table

Displays the Lookup Table window, which includes two tabs: Image A, the 
reference image, and Image B, the image to be registered.

Figure 6.  Manual 2D Series window showing the Dual page
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 Magnify 
reference 
image 2.0x

Doubles the size of reference images, magnifying them to twice their current size. 
If an image is too large for the current window size, scroll bars appear, and you 
may need to manually adjust the size of the window.

To restore reference images to their original size, use , the Magnify reference 
image 0.5x icon, as many times as you used this icon.

 Magnify 
reference 
image 0.5x

Reduces the magnification level of reference images in half. To restore reference 

images to their original size, use , the Magnify reference image 2.0x icon, as 
many times as you used this icon.

 Magnify 
adjusted 
image 2.0x

Doubles the size of adjusted images, magnifying them to twice their current size. 
If an image is too large for the current window size, scroll bars appear, and you 
may need to manually adjust the size of the window.

To restore adjusted images to their original size, use , the Magnify reference 
image 0.5x icon, as many times as you used this icon.

 Magnify 
adjusted 
image 0.5x

Reduces the magnification level of adjusted images in half. To restore adjusted 

images to their original size, use , the Magnify reference image 2.0x icon, as 
many times as you used this icon.

 Apply 
least squares 
alignment

Applies the Landmark—Least Squares algorithm to the image to be registered. 
After the algorithm is applied, if needed, you can apply the Landmark—Thin Plate 
Splines algorithm on the image, or you can manually adjust the alignment of the 
image on the Blended page.

 Apply thin 
plate spline 
alignment

Applies the Landmark—Thin Plate Spline algorithm to the image to be registered. 
After this algorithm is applied, if needed, you can apply the Landmark—Least 
Squares algorithm on the image, or you can manually adjust the alignment of the 
image on the Blended page.

 Reset 
image to 
original state

Restores the image to be registered to its original state. Restores image to its 
original state. This icon deletes all points on the reference image and on the 
image to be registered. If the Apply button has already been selected, the Reset 
icon undoes all changes that occurred since the last time the Apply button was 
selected.  

 Reference 
slice markers

Adds a point to the reference image each time you click the left mouse button. 
Note that the points are sequentially labeled from 1 on in the order in which you 
created them. To remove points, return the cursor to its default mode by clicking 

, select the point to be deleted, and click , Delete selected reference slice 
markers.

Figure 6.  Manual 2D Series window showing the Dual page (continued)
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Applying the Manual 2D Series algorithm on 2.5 
images

To run this algorithm on 2.5D images, complete the following steps:

1 Open a single 2.5 image dataset. When you apply this algorithm, you 
select the slices in the dataset that you want to register.

2 Perform, as an option, any other image processing, except scaling, on 
the image dataset.

3 Select Algorithms > Registration > Manual 2D Series. The Manual 2D 
Series window for 2.5D images (Figure 7) opens.

Because you are registering slices of an image, and not separate images, 
all of the necessary icons and controls appear in a simple window that 
does not include tabbed pages. Note that there are two sliders at the top 
of the page:

• Reference slice slider—Allows you to choose which slice to use as a 
reference image. 

 Adjusted 
slice markers

Adds a point to the adjusted image each time you click the left mouse button. 
Note that the points are sequentially labeled from 1 on in the order in which you 
created them. To remove points, return the cursor to its default mode by clicking 

, select the point to be deleted, and click , Delete selected adjusted slice 
markers.

 Delete 
selected 
reference slice 
markers

Removes the point that you selected in the reference image. To remove a point, 

first return the cursor to its default mode by clicking , select the point to be 

deleted, and click , Delete selected reference slice markers.

 Delete 
selected 
adjusted slice 
markers

Removes the point that you selected in the image to be registered. To remove a 

point, first return the cursor to its default mode by clicking , select the point 

to be deleted, and click , Delete selected adjusted slice markers.

 Return to 
default mode

Returns the cursor to its default mode, which allows you to change from adding 
points to deleting points from the image.

 Apply 
Commits the changes that you made to the images, but it leaves the window open 
for you to make further changes if desired.

Figure 6.  Manual 2D Series window showing the Dual page (continued)
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• Adjusted slice slider—Allows you to choose which slice to use as an 
image to be registered. 

The boxes to the right of each slider indicate which slice you are 
currently viewing. 

All of the remaining icons and controls work in the same way that they 
do on the Manual 2D Series window for 2D images (refer to Figure 5 and 
Figure 6).

Refer to the instructions for “Applying the Manual 2D Series algorithm 
on 2D images” on page 458.

Figure 7.  Manual 2D Series window for 2.5D images

For 2.5D images, this window does not include the Blended and Dual tabbed 
pages. Rather is incorporates some of the same interface controls that appear on 
the Blended and Dual pages, such as icons and the alphablending slider. Note 
that you can place landmarks on the image in this window.
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Registration: Time Series Optimized Automatic 
Registration

This algorithm allows you to register the individual 3D volumes within a 4D 
time series to a reference volume. The reference volume is either a 
particular one of the 3D volumes or an average of all of the 3D volumes.

Background
The Automatic Time Series Registration algorithm is based on MCFLIRT 
(Motion Correction—FMRIB's Linear Image Registration Tool), a tool 
developed at the Oxford Centre for Functional Magnetic Resonance 
Imaging of the Brain at the John Radcliffe Hospital, University of Oxford.

To use this algorithm, first select a 4D time series volume requiring 
registration. Then select Algorithms > Registration > Time series optimized 
automatic registration in the MIPAV window. The Time Series Registration 
dialog box (Figure 1 on page 480) opens.

REGISTERING VOLUMES

Note that the fields in the dialog box appear in two groups: Input Options, 
which apply to the 4D time series requiring internal registration, and 
Output Options, which apply to displays for the transformed 4D series. 
There are two choices for choosing a reference volume. You either choose a 
specific volume in the time series by selecting Register to reference volume 
(1 through the number of volumes in the time series) and typing the number 
of the volume in the box on the right, or you select Register to average 
volume, which averages all of the volumes in the reference volume. The 
algorithm rescales the reference volume so that the voxels are isotropic, that 
is, have equal x, y, and z dimensions.

If the reference volume exceeds a threshold of 75,000 voxels, the algorithm 
creates versions of the reference volume that are subsampled first by 2, then 
by 4, and, finally, by 8. Although three subsamplings are possible, only 2, 1, 
or 0 subsamplings may occur if the reference volume can be subsampled 
while it has greater than 75,000 voxels.
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The algorithm performs the following cycle with different tolerances used at 
each level with first the subsampled-by-8 reference volume; then the 
subsampled-by-4 reference volume; then the subsampled-by-2 reference 
volume; and, finally, the original reference volume. 

For each volume in the time series, the algorithm starts at the reference 
volume + 1 and proceeds to the last volume in the time series. It then starts 
at the reference volume - 1 and proceeds to the first volume in the time 
series.

For each volume, the algorithm does the following:

1 Isotropically rescales the current volume

2 Subsamples the current volume to the same subsampling level as the 
reference volume

3 Creates a cost function with the reference volume and the current 
volume and uses Powell's algorithm to optimize with the tolerances 
specific to the subsampling level

4 Stores the answer as a list of matrices, which it uses for the starting 
point in the next level of subsampling

To perform the cycle with only unsubsampled images at the expense of 
speed, make sure to clear Subsample image for speed in the Time Series 
Registration dialog box. 

To speed the registration, select Set final subsample at level 2 to cause the 
last set in the cycle using full-sized images to be skipped. 
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CHOOSING A COST FUNCTION

The default cost function is normalized cross correlation. However, you can 
also select correlation ratio, least squares, and normalized mutual 
information as cost functions.

Normalized cross correlation

Normalized cross correlation is: 

where N is the normalized cross correlation and var is the variance.

where 

R = the reference image value - reference image minimum value

I = the input image value - input image minimum value

count = total number of values

N var RI( )
varR varI⋅

------------------------------------=

varRI sum RI( )
count 1–( )

----------------------------- sumR sumI⋅( )
count 1–( ) count⋅( )

-------------------------------------------------------–=

varR
sum R

2
( )

count 1–( )
-----------------------------= sumR sumR⋅( )

count 1–( ) count⋅( )
-------------------------------------------------------–

varI
sum I

2
( )

count 1–( )
----------------------------- sumI sumI⋅( )

count 1–( ) count⋅( )
-------------------------------------------------------–=
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Correlation ratio

For correlation ratio, the algorithm goes over all pixels forming numY, 
sumY, and sumY2: 

where
iV = indexValue
int = integer part of a number
I = input image value
R = reference image value
minI = minimum input image value
minR = minimum reference image value

The algorithm next calculates the individual variances for each ISO-set 
weighting them by the number of pixels from the input image that 
contribute.

Summing from  to : 

The following should be the bth ISO-subset variance: 

The algorithm then normalizes the weighting of numY[]:

iV int( ) R index( ) minR–( ) constant×=

numY iV[ ] numY iV[ ] 1+=

sumY iV[ ] sumY iV[ ] I minI–+=

sumY2 iV[ ] sumY2 iV[ ] I( minI )
2–+=

numTotY numTotY numY b[ ]+=   
totSumY totSumY sumY b[ ]+=  
totSumY2 totSumY2 sumY2 b[ ]+=

b 0= nBins 1–

varB sumY2 b[ ](= sumY b[ ] sumY b[ ] numY b[ ]⁄ ) numY b[ ] 1 )–⁄×–

Ratio corrRatio varB numY b[ ]×+=

corrRatio corrRatio( ) numTotY( )⁄=
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Next, it calculates the total variance of input image and then normalizes by 
the following: 

Least squares

For least squares, the algorithm uses the following:

where 

LS = least squares
valueR = reference image[i] - minimum reference image value
valueI = input image[i] - minimum input image value
count = the number of values over which the sum is performed

Normalized mutual information

For normalized mutual information, the algorithm uses the following:

where

M = normalized mutual information
R = reference image values
I = input image values
q = locations

vartTot totSumY( 2 totSumY totSumY
numTotY ) numTotY 1–( )⁄

⁄×

corRatio corRatio variance⁄=

–=

LS
valueR valueI–( )

2
∑

count
-----------------------------------------------------------=

M H R I,( ) H R( ) H I( )+( )⁄=

H R( I ), pjklog pjk( )
j k,
∑=
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where

pjk = (Number of elements for which Valuej < R(q) < Valuej+1 and Valuek < 
I(q) < Valuek+1)/total number of elements

H(R) = -sum over j of (pjlog(pj)) where pj = (Number of elements for which 
Valuej < R(q) <Valuej+1)/total number of elements

H(I) = -sum over k of (pklog(pk)) where pk = (Number of elements for which 
Valuek < I(q) < Valuek+1)/total number of elements

The normalized mutual information definitions require the specification of 
a partition of intensities: {Value0,Value1,...,ValueM}.

COMPLETING THE DIALOG BOX

Unless the algorithm is in the final cycle with full-sized images and you 
selected Finalize with normalized cross correlation sinc, the input image 
value is obtained with trilinear interpolation. In that case, windowed sinc 
interpolation is used to obtain the input image value in a normalized cross-
correlation routine.

To show the resulting image, select Display transformed image.

By default, the interpolation used to calculate the transformed image from 
the array of transformation matrices is trilinear. However, you can select 
bspline 3rd order, bspline 4th order, cubic lagrangian, quintic lagrangian, 
heptic lagrangian, or windowed sinc.

If you select graph rotations and translations, MIPAV produces two graphs: 
the first graph has x, y, and z translations, and the second graph contains x, 
y, and z rotations.

IMAGE TYPES

The algorithm works on both 4D color and grayscale images.
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SPECIAL NOTES

None.

REFERENCE

Refer to the following references for more information:

For more information on MCFLIRT, visit the MCFLIRT home page at http://www.fmrib.ox.ac.uk/fsl/
mcflirt/index.html. The main paper is: Jenkinson, M., Bannister, P., Brady, M., and Smith, S., 
“Improved optimisation for the robust and accurate linear registration and motion correction of brain 
images,” NeuroImage, 17(2): 825-841.

Jenkinson, Mark, and Smith, Stephen, “A global optimisation method for robust affine registration of 
brain images,” Medical Image Analysis, 5(2): 143-156.

Applying the Time Series Optimized Automatic 
Registration algorithm

To run this algorithm, complete the following steps:

1 Open an image.

2 Perform, as an option, any other image processing on the image.

3 Select Algorithms > Registration > Time Series optimized automatic 
registration. The Time Series Registration dialog box (Figure 1) opens.

4 Complete the information in the dialog box.

5 Click OK. 

The algorithm begins to run, and a progress bar appears with the status. 
When the algorithm finishes running, the progress bar disappears, and 
the results appear in a new window.

If you selected Display transformed image, the transformed image 
appears in a new window. If you also selected Graph rotations and 
translations, a graph of rotations and a graph of translations appear.
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Degrees of freedom Specifies the spatial model used to restrict the type of linear transformation 
being applied during registration. Select one of the following: rigid-6, global 
rescale-7, specific rescale-9, and affine-12.

Interpolation Select interpolation if isotropic resampling is needed. Select one of the 
following: trilinear (default choice), bspline 3rd order, bspline 4th order, 
cubic lagrangian, quintic lagrangian, heptic lagrangian, and windowed sinc.

Cost function Specifies a function that measures the deviation of output from input. 
Select one of the following: correlation ratio, least squares, normlized cross 
correlation, and normalized mutual information.

Finalize with 
normalized cross 
correlation sinc

Obtains the input image value for full-sized images by performing, as the 
last step of registration, a normalized cross correlation cost function, which 
uses windowed sinc interpolation. The default is not selected.

Subsample image 
for speed

Subsamples first by 8 times, then by 4 times, then 2 times, and, finally, by 
an unsampled image if the image is large enough. If not selected, all steps 
of the algorithm use full-size images. The default is selected.

Set final subsample 
at Level 2 (speeds 
registration)

Skips the last step in the algorithm that uses full-size images. The default is 
not selected.

Figure 1.  The Time Series Registration dialog box
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Register to 
reference volume 
(1-number of 
volumes in times 
series)

Registers the volume to be registered, or adjusted volume, to the reference 
volume you specify. For example, typing the number 22 in the text box on 
the right indicates that the adjusted volume should be registered to volume 
22 of the reference volume.

Register to average 
volume

Registers all volumes in the time series to the average of all of the volumes.

Display 
transformed image

Shows the resulting image of the registered volumes. 

Interpolation Calculates the output image from the array of transformation matrices and 
input image. You can select trilinear, bspline 3rd order, bspline 4th order, 
cubic lagrangian, quintic lagrangian, helptic lagrangian, or windowed sinc. 
The default choice is trilinear.

Graph rotations and 
translations

Produces two graphs: one graph includes the x, y, and z translations and 
the second graph contains x, y, and z rotations.

Display 
transformed image

Display transformed image If selected, the transformed image appears in a 
new window. By default, this option is selected.

OK Applies the algorithm according to the specifications in this dialog box.

Cancel Disregards any changes that you made in the dialog box and closes this 
dialog box.

Help Displays online help for this dialog box. 

Figure 1.  The Time Series Registration dialog box (continued)
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Reslice—Isotropic Voxels

Image resampling is an interpolation process in which anisotropic voxels 
(in the Z direction) are resampled into isotropic-sized voxels. The new 
voxels are formed by taking the weighted combination of the source voxels 
within a defined neighborhood of the reference voxel. Three interpolation 
methods are supported: linear, cubic convolution, and cubic Bspline. 

Refer to the Transform algorithm for resampling an image at various 
orientations using a choice of interpolation methods.

Background
This section shows the equations that MIPAV uses for the three 
interpolation methods for the algorithm. Figure 1 shows an original image 
and the resulting images after linear, cubic convolution, and cubic Bspline 
interpolation are applied.

LINEAR INTERPOLATION

The equations for linear interpolation are the following:

CUBIC CONVOLUTION INTERPOLATION

The equations that apply to cubic convolution interpolation are:

R u( ) u 1+= for 0 u 1<≤
R u( ) 1 u–= for 0 u 1<≤

R u( ) 3
2
--- u

3 5
2
--- u

2
1+–= for 0 u 1
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2
--- u

3 5
2
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2
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<≤
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CUBIC BSPLINE INTERPOLATION

MIPAV uses the following equations for cubic Bspline interpolation:

IMAGE TYPES

You can apply this algorithm to all image data types except RGB and 
complex. This algorithm can not be applied to 2D and 4D images.

Figure 1.  Reslice—Isotropic Voxels algorithm applied to an image
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SPECIAL NOTES

None.

REFERENCES

None.

Applying the Reslice—Isotropic Voxels algorithm
To run this algorithm, complete the following steps:

1 Open an image.

2 Select Algorithms > Reslice—Isotropic Voxels. The Reslice dialog box 
(Figure 2) opens.

3 Select an interpolation method in Interpolation.

4 Click OK. 

A status message appears. When the algorithm is complete, the results 
appear in a new image window.

Interpolation Specifies the type of interpolation to 
use when applying this algorithm. You 
can select one of the following: linear, 
cubic, or cubic Bspline.

OK Applies the Reslice—Isotropic Voxels 
algorithm according to the 
specifications in this dialog box.

Cancel Disregards any changes you made in 
this dialog box; closes the dialog box.

Help Displays online help for this dialog box.

Figure 2.  Reslice dialog box
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